
Monetary Policy Shocks: A New Hope
Large Language Models and Central Bank Communication∗

Rubén Fernández-Fuertes†‡

Job Market Paper

First Version: 12th October 2025

Please check here for the latest version

Abstract
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1 Introduction

Measuring monetary policy surprises requires isolating the component of Federal Reserve deci-

sions that is genuinely unpredictable from available information. This seemingly straightforward

objective has proven challenging, often necessitating ex post cleaning to better identify the

monetary component. Market-based surprises, constructed from high-frequency interest rate

movements around FOMC announcements, suffer from contamination by non-policy informa-

tion (Bauer & Swanson, 2023a; Jarociński & Karadi, 2020; Miranda-Agrippino & Ricco, 2021;

Nakamura & Steinsson, 2018). Narrative measures, such as those in Romer and Romer (1989)

(henceforth, R&R), are thought to avoid this contamination but are impossible to implement

in real time and are limited to binary shock indicators (shock or no shock). The common prac-

tice has been to clean these surprises ex post of information contamination to obtain stronger

instruments for identifying monetary policy shocks.

In this paper, I develop an ex ante method to construct a new series of monetary policy sur-

prises from the Federal Reserve’s own public communications released weeks before each FOMC

decision. I systematically process Beige Books, Minutes, and Statements to form expectations

based on the documentary record available to all market participants. This narrative approach

yields less noisy surprises that explain 52% of policy rate variation, compared with 15–17% from

market-based measures. The difference reflects distinct information sets: my surprises capture

what was unpredictable from Fed documents released 2–3 weeks before meetings, while market

measures incorporate all information up to announcement moments, including flows that may

contaminate identification. By measuring against the Fed’s communications before each FOMC

meeting, I better isolate policy variation that is genuinely surprising with respect to the Fed’s

information set.

The methodology revives R&R’s identification approach while addressing its fundamental

limitations through three advances. First, I employ a multi-agent LLM system to process the

Fed’s entire documentary corpus at scale, solving the practical constraint that makes R&R’s

approach infeasible in real time. Second, I generate continuous probability distributions over

potential Fed actions rather than binary shock indicators. Third, by forming expectations

exclusively from documents released before each FOMC meeting t decision’s blackout period,

my surprises are predetermined relative to announcement-day information flows. Specifically,

I use the Beige Book released two weeks before meeting t and the Minutes from meeting t− 1
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(released three weeks after that prior decision, hence available before meeting t’s blackout

begins), mitigating contamination issues that may affect high-frequency measures.

I show that my narrative surprises are less noisy and better capture monetary policy shocks

with cleaner identification through three sets of findings. First, they pass signal measurement

validity tests that all alternatives fail; that is, they are less noisy signals. Market-based measures

show contamination, and R&R exhibits attenuation bias.

Second, I use my surprises directly in local projections (Ramey, 2016)—rather than as

instruments—which provides a critical contamination test. When a surprise measure contains

substantial non-monetary information, direct inclusion generates theoretically incoherent im-

pulse responses, necessitating instrumental variable approaches as in (Gertler & Karadi, 2015).

Clean identification allows direct inclusion and produces economically sensible dynamics.

Following a 25 basis point contractionary surprise, real activity variables initially exhibit

modest expansionary responses before transitioning to persistent contractionary territory after

six months. Personal consumption expenditures stabilize around −2% and real GDP reaches

approximately −1% after nine months, with both maintaining negative levels through the three-

year horizon. While the initial expansion suggests information effects are not entirely eliminated,

the narrative measure uniquely delivers what theory predicts: a clear, statistically significant,

and persistent contractionary phase. Market-based surprises do not produce these clear con-

tractionary responses, motivating their use as instruments for the policy rate, as is common in

the literature (Gertler & Karadi, 2015). The term structure dynamics further validate the direct

approach: contractionary surprises flatten the yield curve on impact as short rates rise more

than long rates. A decomposition using an affine term structure model (Favero & Fernández-

Fuertes, 2025) shows that this pattern operates almost entirely through revisions to expected

future short rates, with term premia playing minimal roles.

Third, these measurement advantages translate into economic profitability. An imple-

mentable duration-hedged yield curve strategy trading on the surprise as a signal and holding

each position for 180 days generates 43.7% cumulative returns over the entire sample, more

than doubling market-based alternatives (ED4: 27.33%, MP1: 6.0%). Performance increases

monotonically from 20-day to 180-day horizons, confirming gradual yield curve adjustment

consistent with impulse response evidence. This out-of-sample validation across 265 FOMC

meetings demonstrates that my surprises contain genuine policy information that markets have

not yet priced. Returns diminish when extending positions beyond 180 days, consistent with the
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mean reversion pattern in impulse responses where effects dissipate after approximately 18–24

months.

The multi-agent LLM framework processes the Federal Reserve’s public communication

timeline to form probabilistic expectations before each FOMC decision. For each meeting t, the

Fed releases: (1) the Beige Book approximately two weeks before the meeting, containing qual-

itative assessments of regional economic conditions; (2) the Minutes from the previous meeting

t − 1, released approximately three weeks after that decision (hence available before meeting

t’s blackout period), revealing the Committee’s deliberations, forward guidance intentions, and

distribution of views from the prior decision. This structured communication system motivates

a four-agent pipeline: one agent quantifies economic conditions from the Beige Book across dual-

mandate variables, a second agent extracts policy stance and forward guidance from Minutes,

a third synthesizes these inputs with historical FOMC statements into probability distributions

over potential Fed actions, and a fourth computes surprises by comparing prior distributions

to actual decisions. This architecture mirrors the Fed’s actual communication timeline rather

than treating documents in isolation.

Following Li et al. (2024) and Tillmann (2025), I employ multiple agents to mitigate inherent

variability in individual LLM responses. The resulting continuous probability distributions over-

come methodological limitations of early narrative approaches—which relied on binary shock

indicators that discarded information about magnitude and uncertainty—while maintaining the

conceptual clarity that distinguished R&R’s approach from reduced-form VAR identification.

By processing only public documents released before the blackout period (when Committee

members cease public commentary), the framework produces surprises that are predetermined

relative to announcement-day information flows. This timing structure provides three identifica-

tion advantages: (1) surprises are orthogonal to announcement-day asset price movements and

data releases, eliminating simultaneity bias; (2) institutional alignment with the Committee’s

deliberative timeline reduces measurement error; (3) reduced information-effect contamination,

since surprises do not conflate policy stance shifts with news about fundamentals revealed during

announcements.

Two validation tests establish measurement reliability. First, running the complete pipeline

17 times with identical inputs shows cross-run variability averaging 3–5 basis points—economically

negligible relative to typical Fed surprises. Second, comparing 93 in-sample meetings against 6

out-of-sample meetings tests for look-ahead bias. Out-of-sample variability increases to 6 basis
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points, but this 3 basis point difference remains below the 5 basis point economic significance

threshold and reflects genuine March 2025 trade policy uncertainty rather than memorization.

These properties mitigate key identification problems plaguing alternative approaches: scale

constraints limiting narrative methods to small samples, contamination issues affecting high-

frequency surprises that require ex post cleaning (B&S, M-A&R), and the requirement of strong

assumptions, like sign restrictions, used in SVAR approaches (Jarociński & Karadi, 2020, 2025).

Related literature. My approach addresses an identification impasse that has fragmented

monetary policy research since the 1990s. The literature evolved through three waves—narrative

(Romer & Romer, 1989, 2004), structural VARs (L. J. Christiano et al., 1999; Sims, 1980), and

high-frequency identification (Gertler & Karadi, 2015; Kuttner, 2001)—each resolving problems

from its predecessor while introducing new limitations. Leeper (1997) showed early narrative

measures were predictable from past macroeconomic variables and generated price puzzles.

Sims (1992) documented persistent price puzzles in VARs. Structural VAR identification re-

quires strong, untestable assumptions about contemporaneous relationships (J. H. Stock &

Watson, 2001). Ramey (2016) demonstrated high-frequency instruments remained predictable

from Greenbook forecasts and produced different results across estimation methods (VAR versus

local projections).

Current research debates whether high-frequency measures suffer from information effect

contamination (Miranda-Agrippino & Ricco, 2021; Nakamura & Steinsson, 2018) (henceforth,

M-A&R for Miranda-Agrippino and Ricco) or misspecified reaction functions (Bauer & Swanson,

2023a, 2023b) (henceforth, B&S), with recent evidence from Ricco and Savini (2025) favoring

the information channel interpretation. Regardless of which mechanism prevails, both camps

acknowledge that high-frequency measures conflate policy stance shifts with information reve-

lation, contaminating shock identification. My narrative approach sidesteps this contamination

by constructing expectations exclusively from public Fed documents released before the blackout

period, ensuring surprises are predetermined relative to announcement-day information flows.

This distinguishes my work from two related strands of textual analysis. First, research

extracting sentiment from Fed communications (Armesto et al., 2009; Balke et al., 2017; Doh

et al., 2020; Filippou et al., 2024) focuses on characterizing tone rather than constructing

counterfactual expectations for surprise measurement. Second, Aruoba and Drechsel (2024) use

natural language processing on internal Greenbook documents to control for the Fed’s private
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information when identifying exogenous policy shocks. Their objective addresses the exogeneity

problem (ensuring shocks are orthogonal to the Fed’s information set); I instead construct what

markets should have expected from public documents, addressing the surprise measurement

problem. This distinction is crucial: I construct the counterfactual expectation against which

actual announcements can be judged as genuinely surprising from the market’s perspective.

Following Li et al. (2024) and Tillmann (2025), I employ multi-agent LLM systems to

mitigate individual response variability while implementing temporal constraints preventing

look-ahead bias. The framework systematically processes 256 FOMC meetings’ worth of Beige

Books, Minutes, and Statements (1996–2025), solving the scale constraint that limited Romer

and Romer (1989) to small samples or binary measures. This methodological advance makes

the narrative approach implementable at scale while maintaining its conceptual advantage of

measuring surprises against the Fed’s actual communication timeline.

The remainder of the paper proceeds as follows. Section 2 describes the multi-agent sys-

tem architecture. Section 4 validates measurement properties of narrative surprises, impulse

response analysis, and yield curve trading strategies. Section 5 discusses implications for mone-

tary economics research and the application of Large Language Models to systematic document

processing.

2 Methodology

2.1 General Framework

This staggered release schedule confronts market participants with a distinctive analytical chal-

lenge: forming coherent expectations requires synthesizing information scattered across doc-

uments released weeks apart, each serving different institutional purposes. To address this

complexity, I develop a multi-agent system architecture that mirrors the Fed’s communication

structure.

The narrative approach that I am proposing is based on the systematic structure of the

FOMC’s communication. For each of the eight scheduled meetings, the FOMC releases three

key documents:

(1) Beige Book (�2 weeks before): qualitative assessments from the 12 Districts.

(2) FOMC Statement (meeting day, 2:00 p.m. ET): the policy decision.

(3) Minutes (�3 weeks after meeting t− 1): deliberations and distribution of views.

6



Figure 1: The FOMC communication timeline and information structure

Time

Meeting t− 1

Minutes
Release

3 weeks

Information Set
Bt

Beige Book
Release

≈ 2 weeks

Meeting t

FOMC Statement
Release

Rate Decision
it

Surprise
εt

Note: The figure illustrates the temporal sequence of Federal Reserve communications surrounding
FOMC meetings. Starting from meeting t − 1, the Minutes are released after 3 weeks, followed by the
Beige Book approximately 2 weeks before meeting t. These documents constitute the information set
Bt available to form expectations. At meeting t, the FOMC Statement announces the rate decision it,
from which the monetary policy surprise εt can be computed as the deviation from expectations formed
using Bt.

I report a schematic of the FOMC’s communication releases in Figure 1.

Rather than treating multi-agent collaboration merely as a general-purpose improvement

over single models, I exploit the institutional structure that enables ontologically grounded char-

acterization of surprises: the Federal Reserve’s staggered document release schedule naturally

decomposes the expectation-formation problem into distinct sub-tasks. This task decomposi-

tion principle—assigning focused, domain-specific objectives to individual agents rather than

overloading a single model with competing instructions—has emerged as a core design pattern

in recent LLM system architecture (Feng et al., 2025; Wu et al., 2024).

The rationale for this decomposition is economic, not merely computational. Each doc-

ument type exhibits distinct linguistic properties requiring specialized analytical focus: Beige

Book narratives demand sentiment extraction from qualitative regional reports, Minutes require

identification of internal Committee dynamics and forward guidance signals, and expectation

formation demands probabilistic reasoning that synthesizes these inputs with historical policy

patterns. The temporal sequencing creates natural information dependencies: one cannot form

coherent expectations without first processing both the prior meeting’s Minutes and the current

Beige Book, nor compute surprises without a well-formed prior. Formally, this constitutes a

filtration {Ft}t≥0 where each agent sequentially expands the information set, ultimately com-

puting the conditional expectation E[∆it|Ft] and ensuring surprises are true innovations with
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E[st|Ft] = 0. A sequential architecture makes these dependencies explicit in the system design,

enabling agent-specific validation of logical constraints.

Given this filtration structure, I design a system of four sequential agents, each mapping

directly to a stage in the FOMC communication cycle (Figure 1). Agent IM extracts policy

intelligence from the previous meeting’s Minutes (t− 1)—internal deliberations, forward guid-

ance signals, and the distribution of Committee views. Agent IB quantifies economic conditions

from the current Beige Book, producing sentiment scores for inflation, employment, economic

growth, and consumer spending on a [−1, 1] scale. Agent II synthesizes these inputs with histor-

ical FOMC statements to generate a prior probability distribution over possible policy outcomes

for meeting t, reconciling potentially conflicting signals while maintaining strict temporal cut-

offs. Agent III computes the monetary policy surprise by comparing this prior distribution with

the realized FOMC decision, producing both mechanical deviations and contextual salience

measures that account for ex-ante probability and historical patterns. Figure 2 illustrates the

information flow, with Agent II serving as the integration point for pre-meeting intelligence and

Agent III as the surprise calculator. Detailed agent-specific methodology appears in Sections

2.2–2.5.

Existing textual analysis approaches face a fundamental trade-off when processing this infor-

mation architecture. Traditional dictionary-based methods (Ahrens & McMahon, 2021; Ahrens

et al., 2024) can process large document corpora but sacrifice contextual understanding by re-

ducing text to keyword frequencies. More sophisticated natural language processing (Aruoba

& Drechsel, 2024) or single-model LLM applications (De Fiore et al., 2024; Gambacorta et al.,

2024; A. L. Hansen & Kazinnik, 2023) improve semantic comprehension but struggle to maintain

coherent reasoning across the full documentary timeline while respecting the distinct analytical

requirements each document type demands. A single prompt processing all documents simul-

taneously must juggle multiple conflicting objectives: extract economic sentiment from Beige

Book narratives, decode Committee deliberation dynamics from Minutes, synthesize historical

policy patterns, and compare expected versus realized outcomes, all while maintaining tempo-

ral consistency and minimizing look-ahead bias. I aim to address this challenge through this

Multi-Agent System architecture designed specifically to mirror the FOMC’s communication

structure.

A critical methodological challenge is preventing look-ahead bias—ensuring that the system

forms expectations using only information publicly available before each FOMC decision, not
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ex-post knowledge that could contaminate ex-ante forecasts. I address this through architectural

constraints (strict temporal cutoffs for document processing, agent prompts with explicit time

anchors) and empirical validation (out-of-knowledge-cutoff testing using data beyond the LLM’s

training window). Section 2.6 details these safeguards and presents multi-run stability analysis

demonstrating that narrative measures remain consistent across independent executions.

The multi-agent framework provides the foundation for constructing narrative surprises. I

now examine their empirical properties and compare them against established identification

approaches.

2.2 Agent IM

Agent IM operates exclusively on the publicly released Minutes published three weeks after

every scheduled meeting. Although shorter than the verbatim transcripts—which remain under

seal for five years—the Minutes provide the most timely window into the Committee’s closed-

door deliberations. Agent IM extracts policy intelligence—internal debates, forward guidance,

and risk assessments—absent from the same-day Statement. Since Minutes are released three

weeks post-decision, they become available 3-5 weeks before the incoming meeting, and they

constitute a conscious and planned disclosure of information by the central bank, which may

decide to distort the actual content discussed and tone used in the meeting to shape market

reactions.

The agent produces two output types. Quantitative outputs—probability distributions, con-

tinuous scores on bounded scales, and normalized weights—flow directly into Agent II’s proba-

bilistic calculations. Textual outputs—debate summaries, forward guidance language, and qual-

itative assessments—preserve the semantic richness of Committee deliberations for subsequent

LLM interpretation.

The core quantitative output is the updated policy distribution for the next meeting, format-

ted as a probability mass function over discretized policy scenario. Each scenario takes the form

(m, d) where m ∈ R+ represents the magnitude in percentage points and d ∈ {−1, 0, 1} indicates

direction (cut, hold, hike). The agent assigns probabilities pi ≥ 0 to each scenario i such that∑
i pi = 1. This distribution incorporates the Committee’s forward-looking deliberations as

revealed in Minutes, including explicit probability language (e.g., “some members judge further

tightening likely”), the balance of hawks versus doves preferences, and any threshold conditions

mentioned for future policy actions. Agent IM also computes scores for policy hawkishness, and
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Figure 2: Multi-Agent System architecture for FOMC communication analysis

Beige Book t Minutes t − 1

Agent IB Agent IM

Quantitative Scores Policy Stance

Agent IIPast FOMC
Statements

Prior Distribution

Agent IIIFOMC
Statement t

Surprise Measure

Note: The four agents process documents sequentially in a top-down flow. Agent IB analyzes the Beige
Book for economic conditions, Agent IM extracts policy intelligence from Minutes, Agent II synthesizes
these inputs with historical context to form prior expectations, and Agent III computes surprises by
comparing the prior distribution with realized FOMC decisions. This architecture ensures temporal
consistency and prevents look-ahead bias.

level of uncertainty. The hawkishness score captures the overall tightening bias in deliberations,

while the uncertainty measure quantifies the dispersion of Committee views.

To classify forward guidance strategies, Agent IM implements the theoretical framework of

J. R. Campbell et al. (2012), who distinguished between Delphic guidance (conveying the central

bank’s economic outlook) and Odyssean guidance (constituting binding policy commitments).
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The agent operationalizes these concepts through linguistic proxies: outlook-based guidance

score, captures conditional predictions identified through phrases like “expects,” “likely,” and

“anticipates,” while commitment-based guidance score identifies binding pledges marked by

“until,” “at least,” and numerical thresholds. A third measure, guidance ambiguity, quantifies

vagueness or internal contradictions in the Committee’s communication. The agent prompt

avoids the terms “Delphic” and “Odyssean” to prevent look-ahead bias. All scores are between

zero and one.

The textual outputs comprise three types of extractions. Internal debate narratives cap-

ture hawks’ preferences, doves’ preferences, and compromise reasoning—preserving qualitative

context about disagreement intensity and the fragility of consensus. Forward guidance extrac-

tions yield textual descriptions of explicit guidance, implicit signals, and threshold conditions

for taking whatever action. For instance, vague language like “the Committee will monitor de-

velopments” carries different informational content than precise thresholds like “rate increases

will continue until unemployment reaches 4.5%,” even if both receive similar guidance scores.

Shock discovery identifies textual passages revealing information that shocked the committee

and forced them to take a decision that they might not have taken had this event not hap-

pened. This information has to be included in the filtration to compute a realistic and sensitive

probability distribution.

I explicitly prohibit this agent from making any reference to federal funds futures, overnight

index swap rates, or market-implied probabilities, ensuring that all extracted intelligence reflects

the Committee’s and therefore to reduce the probability of hallucination by reminding the agent

that it only receives Fed information. Appendix A.1 presents complete output specifications

with detailed examples from both the financial crisis period (December 2008) and tightening

cycle initiation (March 2022), demonstrating the agent’s dual-output structure across different

monetary regimes.

Figure 3 presents the time series properties of Agent IM’s policy distributions. The stacked

bar chart decomposes next-meeting probabilities into three outcomes: hike 25bp (red), hold

(gray), and cut 25bp (blue). During the zero lower bound period (2008-2015), overwhelming hold

probabilities reflect the Committee’s constrained policy space and reliance on unconventional

tools rather than rate adjustments. The December 2015 liftoff marks a clear regime shift, with

increasing hike probabilities signaling tightening bias in the Minutes language. The 2022-2023

period exhibits sustained high hike probabilities during the aggressive tightening cycle, while
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Figure 3: Time series of policy stance probabilities extracted by Agent IM
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Note: The stacked bar chart shows the probability distribution for the next meeting’s policy decision,
decomposed into three outcomes: hike 25bp (red), hold (gray), and cut 25bp (blue). Key monetary
policy regimes are evident, including the extended zero lower bound period (2008-2015) dominated by
hold probabilities, the December 2015 liftoff marking the transition to normalization, and the aggressive
tightening cycle of 2022-2023 characterized by high hike probabilities. Probabilities are extracted from
FOMC Minutes released three weeks after each meeting.

the March 2020 spike captures emergency pandemic cuts.

Figure 4 presents the temporal evolution of forward guidance types across the full sample.

The normalized stacked area chart decomposes each meeting into three components that sum

to 100%: no guidance (gray), outlook-based guidance (blue), and commitment-based guidance

(red). The 2008-2015 period shows dramatic shifts as the Fed relied increasingly on forward

guidance when conventional policy reached its limits, with the ”no guidance” share dropping

significantly. The post-2015 period shows a return to more traditional communication patterns

as policy normalized.

2.3 Agent IB

Agent IB operates on the Beige Book released approximately two weeks before each FOMC

meeting, extracting quantitative assessments of economic conditions from the qualitative nar-

ratives across the twelve Federal Reserve districts. Like Agent IM, the agent produces both

numerical outputs and textual extractions.

The core quantitative outputs comprise four economic condition scores sv ∈ [−1, 1] for vari-

ables v ∈ {inflation, employment, economic growth, consumer spending}, where negative values
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Figure 4: Forward guidance composition over time
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Note: The normalized stacked area chart shows the evolution of three guidance components that sum
to 100%: no guidance (gray), outlook-based guidance (blue), and commitment-based guidance (red).
Each meeting is decomposed into these shares based on Agent IM’s analysis of FOMC meeting minutes.
The probabilistic framework reveals the relative emphasis of communication strategies across monetary
policy regimes. Recession periods are shaded in gray, and key monetary policy events are marked
with vertical lines. The classification follows the Campbell et al. (2012) framework, with outlook-based
guidance as a proxy for Delphic communication and commitment-based guidance as a proxy for Odyssean
communication.

indicate weak or dovish-leaning conditions and positive values indicate strong or hawkish-leaning

conditions. The agent identifies sentences describing economic conditions for each variable, as-

signs both a policy stance classification (hawkish, dovish, or neutral) and an intensity measure

on a [0, 1] scale, then aggregates across sentences to produce the four summary scores. The agent

also computes a normalized weight vector w = (winf, wemp, wgrowth, wcons) with
∑

v wv = 1 re-

flecting the relative emphasis each variable receives in the Beige Book discussion. These weights

construct the weighted aggregate score sagg =
∑

v wvsv summarizing overall economic condi-

tions.

The textual outputs comprise two types. Policy stance analysis provides sentence-level ex-

tractions showing the actual Beige Book text underlying each score, along with justifications

for the policy stance classification and intensity assessment. For instance, an inflation score of

+0.6 might reflect “widespread price increases across manufacturing and services” or “isolated

cost pressures in specific sectors”—fundamentally different economic conditions despite identi-

cal numerical scores. Shock indicators identify textual passages describing extreme economic

conditions, sharp divergences from recent patterns, or unprecedented developments, extracted

13



Figure 5: Time series of Agent IB’s quantitative outputs
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Note: Individual variable scores (dashed lines) and weighted aggregate score (solid line) extracted from
Beige Book text. Scores range from -1 (dovish/weak conditions) to +1 (hawkish/strong conditions).
The aggregate score sagg =

∑
v wvsv uses time-varying weights reflecting each variable’s emphasis in

the Beige Book. Variables include inflation, employment, economic growth, and consumer spending.
Recession periods are shaded in gray.

with relevance scores (high, medium, low) and magnitude assessments. Appendix A.2 provides

complete output specifications with a detailed example from the March 2022 tightening cycle

liftoff period, showing how the agent captures mixed economic signals through both quantitative

scores and preserved textual context.

Agent IB implements automatic chunking to handle Beige Books exceeding standard LLM

context windows: large documents are divided into overlapping segments at logical boundaries,

processed independently, and merged into comprehensive sentence-level analysis. Figure 5 shows

both individual variable scores and the weighted aggregate score over time.

The time series shows that scores track business cycle dynamics: the aggregate score de-

clines sharply during recession periods (shaded), remains subdued during the zero lower bound

era, and rises during expansions with particularly pronounced increases during 2021-2023 when

both inflation and employment scores turned strongly positive. Individual variable scores ex-

hibit differential behavior—during 2022, inflation scores reached extreme hawkish levels (+0.8

to +1.0) while growth scores remained moderate, reflecting the stagflationary environment.

Correlations with conventional macroeconomic indicators confirm economic content: the ag-

gregate score correlates negatively with unemployment (ρ = −0.363) and positively with GDP

growth (ρ = 0.591), CPI inflation (ρ = 0.222), and PCE growth (ρ = 0.531).
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2.4 Agent II

Agent II serves as the synthesis agent in the pipeline, integrating the dual-channel outputs from

both Agent IM (Minutes-based policy intelligence) and Agent IB (Beige Book economic condi-

tions) to form a coherent probability distribution for the upcoming FOMC decision. The agent’s

critical function is to perform Bayesian updating: starting from Agent IM’s policy distribution

extracted from the previous meeting’s Minutes, Agent II adjusts this baseline using Agent IB’s

current economic condition scores from the Beige Book released before meeting t, producing an

updated prior that incorporates all Fed communications available at least two weeks before the

decision. This synthesis task requires reconciling potentially conflicting signals—for instance,

hawkish Committee deliberations in Minutes versus dovish economic conditions in the Beige

Book—while maintaining the market-agnostic design principle that ensures priors reflect only

Fed documents, not market pricing that might be contaminated by non-monetary information

flows (Bauer & Swanson, 2023a).

The agent receives three distinct input channels, each contributing different information

types to the synthesis process. From Agent IB, it receives four economic condition scores sv ∈

[−1, 1] as numerical inputs alongside textual reasoning explaining the economic developments

underlying each score and shock indicator passages flagging potential surprise sources. From

Agent IM, it receives the updated policy distribution from the previous meeting as a numerical

baseline probability mass function, plus hawkishness and uncertainty scores as quantitative

calibration signals, alongside textual extractions including debate narratives, forward guidance

language, and shock discovery insights. The third input comprises historical context—formatted

text summarizing recent FOMC decisions and statements that establishes policy inertia patterns

and the prevailing monetary stance trajectory.

The synthesis process operates through structured probabilistic reasoning that the agent’s

prompt explicitly formalizes. Agent II begins with Agent IM’s baseline distribution, then se-

quentially adjusts probabilities based on directional signals from economic conditions (Beige

Book scores) and contextual intelligence (Minutes narratives). The prompt instructs the agent

to maintain conditional unbiasedness: given the framework ∆it = E[∆it|Bt] + st where ∆it

represents the actual decision, Bt denotes the information set (Beige Book + Minutes + his-

torical context), and st is the surprise, Agent II’s objective is producing E[∆it|Bt] such that

E[st|Bt] = 0. This requires fully incorporating all directional content from input signals into the

distribution rather than neutralizing information: If Beige Book scores are dovish and Minutes
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intelligence is hawkish, the distribution should reflect this mixed signal through appropriate

probability spreads, not revert to a symmetric prior that ignores the information.

Agent II’s output architecture mirrors the dual structure of Agents IM and IB: numerical

probability distributions and scores alongside textual justifications. The core quantitative out-

put is a probability distribution {pi} over policy scenarios (mi, di) with
∑

i pi = 1, from which a

probability-weighted expected rate change r̄ =
∑

imidipi is calculated. The agent also produces

a numerical confidence score c ∈ [0, 1] quantifying certainty in the forecast and a categorical

signal strength assessment (strong, moderate, weak) indicating the clarity of directional signals.

The textual outputs comprise detailed natural language justifications explaining how Agent II

reconciled potentially conflicting information sources, separate influence assessments quanti-

fying how much the Beige Book versus Minutes intelligence shifted probabilities, uncertainty

driver descriptions connecting information characteristics to the distribution’s spread, and an

orthogonality check documenting the chain-of-thought reasoning that ensures conditional unbi-

asedness. These textual outputs provide transparency into the LLM’s probabilistic reasoning,

enabling validation that the synthesis process follows economically sensible logic rather than

opaque pattern matching.

Appendix A.3 presents complete output specifications with contrasting examples from the

December 2008 financial crisis (aligned dovish signals producing concentrated distributions) and

March 2022 tightening initiation (mixed signals generating dispersed distributions), demonstrat-

ing how the synthesis process adapts across monetary regimes while maintaining economically

coherent reasoning grounded in specific Fed document content.

Figure 6 validates Agent II’s synthesis performance. The top panel shows strong positive

correlation between the probability-weighted expected rate change and actual FOMC decisions.

The bottom panel reveals how the probability distribution evolves with monetary policy cycles:

hike probabilities dominate during tightening periods, cut probabilities during easing periods,

and hold probabilities increase during regime transitions as Agent II captures Committee un-

certainty.

To sum up, Agent II synthesizes heterogeneous information from Fed documents into co-

herent probability distributions that track realized policy closely enough to serve as meaningful

benchmarks for surprise identification, yet maintain sufficient uncertainty to avoid overfitting.

The agent’s outputs—numerical probability distribution, expected rate change, and textual

justifications—complete the expectation formation stage. Agent III then compares this prior
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Figure 6: Agent II output analysis
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Note: The top panel compares the agent’s probability-weighted expected rate change (solid line) with
the actual FOMC decision (dots). The bottom panel shows the time series of the probability distribution
for a rate hike (orange), hold (gray), and cut (blue). Recession periods are shaded in gray. Agent II
synthesizes information from Agent IM (Minutes-based policy intelligence) and Agent IB (Beige Book
economic conditions) to form these prior expectations approximately two weeks before each FOMC
meeting.

distribution against the actual FOMC announcement to quantify the surprise component.

2.5 Agent III

Agent III quantifies the monetary policy surprise on FOMC announcement day. The agent

receives Agent II’s prior probability distribution and expected rate change, extracts the realized
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policy decision from the FOMC Statement text, and computes the deviation between realized

and expected outcomes. The agent produces three quantitative measures. The surprise rate rs

captures the mechanical baseline:

s = rrealized − rexpected = rrealized − r̄

where rrealized is the announced rate change and r̄ =
∑

imidipi is Agent II’s probability-weighted

expectation. The surprise score σs ∈ [0, 1] provides contextual assessment by integrating two

factors. First, the agent evaluates the prior probability mass assigned to the realized outcome:

outcomes with higher prior probabilities receive lower surprise scores (e.g., 40% prior proba-

bility maps to scores around 0.2, while 5% maps to 0.8). Second, the agent examines recent

surprise history to identify pattern effects: consecutive surprises in the same direction may war-

rant downward adjustments reflecting “surprise fatigue,” while direction reversals may warrant

upward adjustments as pattern-breaking moves. The contextual salience ξ = s × σs combines

both measures. Large mechanical surprises with high contextual scores (rare outcomes) produce

elevated salience, while large mechanical surprises with low contextual scores (high-probability

outcomes) generate moderate salience.

For comparative analysis against market-based measures (FF1–FF4, ED1–ED4, MP1) and

the Romer & Romer (2004) series, I use the mechanical surprise rate s as the primary measure.

This ensures methodological comparability: market-based surprises represent price changes

over 30-minute announcement windows without contextual adjustments, while R&R constructs

surprises as residuals from linear regressions. The contextual salience ξ and surprise score

σs serve as supplementary measures that incorporate institutional knowledge about FOMC

communication patterns, but would introduce heterogeneity in cross-measure comparisons.

The textual outputs document the decomposition logic. The agent extracts the actual

FOMC Statement language announcing the rate decision, performs pattern analysis by compar-

ing the current surprise against recent surprise history, assesses adaptation effects, and provides

detailed justifications explaining how the prior probability distribution informed the surprise

calculation. For unconventional policy dimensions—forward guidance shifts, balance sheet an-

nouncements—the agent identifies the tool type, assesses directional impact, and generates

tool-specific justifications.

Appendix A.4 presents complete output specifications with examples from both the Decem-
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Figure 7: Contextual salience of Fed policy surprises over time
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Note: Bubble size represents the surprise score σs, which captures the contextual assessment of each
surprise. The contextual salience metric ξ = s× σs combines mechanical magnitude with contextual
importance and confidence. The largest salience values occur during regime transitions (2008
zero-lower-bound adoption, 2015 liftoff, 2022 tightening initiation) and pattern reversals (2019) rather
than simply the largest mechanical deviations. Agent III computes these measures by comparing Agent
II’s prior distribution with realized FOMC decisions.

ber 2008 crisis period (large dovish surprise with high contextual salience) and March 2022

tightening initiation (modest hawkish surprise with moderate salience), illustrating how the

agent distinguishes between mechanical deviations and their economic significance.

Figure 7 plots the contextual salience metric over time. The highest-salience events cluster

during policy regime transitions (2008 zero-lower-bound adoption, 2015 liftoff, 2022 tighten-

ing initiation) and pattern reversals (2019). Some of the largest mechanical surprises (2008

crisis cuts) generated only moderate salience due to adaptation effects, while smaller mechan-

ical deviations during regime shifts produced elevated salience due to their pattern-breaking

significance.

2.6 Validation and Robustness

The multi-agent architecture requires rigorous validation to address two critical challenges:

preventing look-ahead bias where the system might incorporate information unavailable at the

time of analysis, and ensuring output stability despite stochastic LLM inference. Through

a combination of architectural constraints and empirical validation, I demonstrate that the

narrative measures are both temporally valid and statistically stable.

The system implements multiple layers of look-ahead bias prevention, including strict document-
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level temporal cutoffs, explicit temporal anchoring in prompts, automated validation checks

for forbidden future references, and out-of-knowledge-cutoff testing using meetings beyond the

model’s training window. Multi-run stability validation across 17 independent pipeline exe-

cutions shows that the system produces consistent outputs with median cross-run standard

deviations of only 4.2 basis points for expected rate changes and 5.4 basis points for surprise

measurements—economically negligible relative to typical Fed surprise magnitudes of 25–100

basis points.

I find that meetings with elevated cross-run variability occur primarily during major regime

transitions (2008 crisis onset, 2020 pandemic response) and out-of-sample periods, suggesting

the system appropriately reflects genuine Fed communication ambiguity rather than introducing

artificial measurement noise. The strongest validation comes from comparing narrative-based

results against market-based benchmarks in Section 4, where systematic measurement issues

would become apparent. Detailed validation procedures, including look-ahead bias tests, sta-

bility metrics across different monetary regimes, and complete multi-run analysis results, are

provided in Appendix C.

3 Data

The analysis incorporates several external data sources for validation and comparison. The

updated Romer and Romer (2004) series of monetary policy shocks is obtained from Acosta

(2023).1 Market-based surprise measures are obtained from Jarociński and Karadi (2020).2 Fed

Funds futures (FF1–FF4) are sourced from LSEG DataScope Tick History from 1996 onwards;

pre-1996 data come from Gürkaynak, Sack, and Swanson (2005). The MP1 shock, constructed

from FF1 and FF2 following Gürkaynak, Sack, and Swanson (2005), represents the policy

surprise component orthogonal to the Fed’s information effect as identified by Jarociński and

Karadi (2020). Eurodollar futures (ED1–ED4) are sourced from TickData (until 2019) and

LSEG DataScope Tick History (2019–2022); from January 2023 onwards, SOFR futures from

LSEG DataScope Tick History are used. High-frequency data are aggregated to one-minute

frequency. Surprises are computed over a 30-minute window as the difference between the post-

announcement value (median over [t+15min, t+25min), where t is the announcement time) and
1Available at https://www.acostamiguel.com/data.html. Last accessed: October 2025.
2Available at https://github.com/marekjarocinski/jkshocks_update_fed_202401. Last accessed: October

2025. All high-frequency financial variables described below were collected by Jarocinski.
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the pre-announcement value (median over (t-15min, t-5min]). When these windows contain

fewer than three observations, they are extended up to 24 hours to ensure robustness; missing

values are recorded if insufficient observations remain. Additional macroeconomic and financial

data are sourced from FRED, the Federal Reserve Board, and standard databases as detailed

in the relevant subsections.

4 Results

4.1 Stage 1: Agent IB Predictive Power

Having validated the multi-agent framework, I examine the predictive power of Agent IB’s Beige

Book scores for monetary policy decisions. Table 1 presents specifications estimating

∆it = α+ ρit−1 +
∑
j

βjBBj
t + εt (1)

where ∆it denotes the rate change and BBj
t represents Beige Book scores for variable j.3 Beige

Book scores are available approximately two weeks before each meeting, making this a predictive

regression.

Table 1 analyzes 265 FOMC meetings (1996-2025). Policy inertia alone explains virtually

nothing (R2 = 0.004), with an insignificant lagged rate coefficient near zero. The weighted Beige

Book aggregate achieves R2 = 0.125, capturing 94% of the full model’s explanatory power. Em-

ployment emerges as the dominant predictor (R2 = 0.134), with a coefficient of 0.252 (significant

at 1%), indicating that a one-unit increase predicts 25 basis points of tightening. Adding eco-

nomic growth barely improves fit (R2 = 0.132); employment remains highly significant (0.462)

while growth (0.127) does not. The full specification reaches R2 = 0.134, with inflation (0.316)

and consumer spending (-0.035) both insignificant. This pattern suggests that while the Fed

monitors inflation continuously, employment discussions signal marginal information that drives

policy regime changes.

Agent IB’s text-based extraction successfully identifies the Fed’s revealed preferences: em-

ployment dominates policy responses, consistent with the dual mandate. Variance inflation

factors remain below standard thresholds (Appendix D), confirming the results are not driven

by multicollinearity.
3When the FOMC sets a target range, I use the midpoint for calculations.

21



Table 1: From Inertia to Beige Book News: Sequential Addition of Beige Book Variables

(1) (2) (3) (4) (5)

it−1 -0.006 -0.008 -0.014∗∗ -0.011∗ -0.011∗

(0.006) (0.006) (0.006) (0.006) (0.006)
BBagg. — 0.327∗∗∗ — — —

(0.054)
BBempl. — — 0.252∗∗∗ 0.468∗∗∗ 0.666∗∗

(0.040) (0.133) (0.267)
BBgrowth — — — 0.122 0.255

(0.123) (0.258)
BBinfl. — — — — 0.311

(0.221)
BBcons. spend. — — — — -0.035

(0.319)

R2 0.004 0.126 0.135 0.133 0.135
Adj. R2 -0.000 0.119 0.129 0.123 0.118
% of Full Model R2 2.6% 93.6% 100.4% 99.0% 100.0%
Obs. 265.0 265.0 265.0 265.0 265.0

Note: This table shows the progression from a baseline model with only policy inertia to the full specification.
Column (1) includes only policy inertia (it−1). Column (2) adds the weighted Beige Book aggregate score.
Column (3) presents the best single component (employment), column (4) the best two-variable combination,
and column (5) includes all components. Standard errors in parentheses. ∗∗∗, ∗∗, and ∗ denote significance at
1%, 5%, and 10% levels. Time window: 1996-01 to 2025-03.

4.2 Stage 2: Agent II Synthesis Performance

Having established Agent IB’s contribution, I examine whether Agent II’s synthesis adds value.

While Beige Book scores alone explain 13.4% of policy variation (Table 1, column 3), Agent

II synthesizes these scores with Agent IM’s Minutes-based policy intelligence to form complete

probability distributions. Table 2 presents the results.

Table 2 reveals the value of probabilistic synthesis. Augmenting inertia with the Beige Book

aggregate yields R2 = 0.124. Incorporating Agent II’s expected rate change—the probability-

weighted mean synthesizing Beige Book conditions with Minutes intelligence—dramatically im-

proves R2 to 0.501, quadrupling explanatory power. Variance and skewness individually achieve

R2 = 0.124 and 0.142, though variance adds nothing beyond the Beige Book aggregate. The full

specification with all moments reaches R2 = 0.506, confirming that the expected rate change

captures most predictive content.

The synthesis integrates heterogeneous Fed communications, quadrupling explanatory power

from 12.4% to 50.1%. Agent II’s expectations are properly calibrated: the expected rate change

coefficient of 0.986 (s.e. = 0.070) is statistically indistinguishable from unity, confirming that
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Table 2: Agent II Statistical Moments and Monetary Policy

(1) (2) (3) (4) (5) (6)

it−1 -0.006 -0.008 0.000 -0.008 -0.013∗∗ -0.001
(0.006) (0.006) (0.005) (0.006) (0.006) (0.005)

BBagg — 0.326∗∗∗ 0.072 0.326∗∗∗ 0.317∗∗∗ 0.078∗

(0.054) (0.044) (0.055) (0.054) (0.045)
E[∆it] — — 0.988∗∗∗ — — 1.008∗∗∗

(0.070) (0.072)
σ[∆it] — — — 0.009 — 0.497∗

(0.375) (0.294)
Skew[∆it] — — — — -0.028∗∗ 0.004

(0.012) (0.010)

R2 0.003 0.125 0.507 0.125 0.143 0.513
Obs. 264 264 264 264 264 264

Note: This table shows how different statistical moments of Agent II’s probability distribution contribute to
predicting Federal Funds Rate changes. Column (1) includes only policy inertia. Column (2) adds the Beige Book
aggregate score. Columns (3-5) add the 1st moment (expected rate change), 2nd moment (variance/uncertainty),
and 3rd moment (skewness/asymmetric risk) respectively. Standard errors in parentheses. ∗∗∗, ∗∗, and ∗ denote
significance at 1%, 5%, and 10% levels.

25 basis-point expectations translate to 25 basis-point realizations. This unbiased forecasting,

combined with R2 = 0.501, validates both predictive power and rationality.

4.3 Surprise (Un-)predictability

Valid instruments require orthogonality to available information. Table 3 regresses narrative

and market-based surprises on six B&S predictors: nonfarm payroll surprises, 12-month employ-

ment growth, 3-month S&P 500 changes, term spread, commodity prices, and Treasury market

skewness. The analysis covers 223 FOMC meetings (1996-2023) using meeting-level data for

precise temporal alignment.

My narrative surprise exhibits moderate predictability (R2 = 0.164), statistically indistin-

guishable from market-based measures (5.4-19.8%) and R&R (20.3%). A variance decomposi-

tion reveals the source: B&S predictors explain 35.8% of expectation variance but only 16.4%

of surprise variance (Appendix C.5). The key finding involves S&P 500 returns, which account

for 72% of total surprise predictability. These returns do not significantly predict expectations

(loading: 0.0003, insignificant) but strongly predict surprises (loading: 0.0411, significant).

This pattern identifies the mechanism: equity market predictability arises from information

arriving during the 2-3 week blackout period between Beige Book release and FOMC decisions,

not from missing Fed documents. The conditional expectation E[∆it|Bt], frozen at Beige Book
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Table 3: Predictability of FOMC Meeting Surprises

Narrative Market-Based

Variable R&R My
Surprise

FF1 FF4 ED1 ED4

Comm. Index (3m) -0.0058 0.0188* -0.0003 0.0033 0.0038 0.0105**
(0.0203) (0.0107) (0.0022) (0.0028) (0.0039) (0.0047)

Nonf. Payrolls (12m) 0.0123 0.0219* 0.0009 0.0035** 0.0055** 0.0128***
(0.0272) (0.0116) (0.0011) (0.0017) (0.0024) (0.0038)

NFP Surprise 0.0775 0.0106* 0.0013* 0.0031** 0.0038** 0.0067***
(0.0663) (0.0057) (0.0006) (0.0012) (0.0017) (0.0023)

Term Spread (3m) -0.0540*** -0.0152* -0.0026 -0.0094*** -0.0074* -0.0097**
(0.0135) (0.0091) (0.0020) (0.0032) (0.0038) (0.0043)

S&P 500 (3m) -0.0162 0.0411*** 0.0061 0.0118*** 0.0114** 0.0148***
(0.0157) (0.0152) (0.0043) (0.0045) (0.0049) (0.0047)

Treasury Skewness 0.0541*** 0.0186 0.0048* 0.0070*** 0.0069** 0.0116***
(0.0126) (0.0119) (0.0028) (0.0025) (0.0030) (0.0035)

R2 0.203 0.164 0.054 0.148 0.113 0.198
Observations 184 223 230 230 230 231

Note: Predictability regressions on Bauer and Swanson (2023a) predictors: NFP Surprise, Nonf. Payrolls (12m),
S&P 500 (3m), Term Spread (3m), Comm. Index (3m), and Treasury Skewness. Meeting-level data with exact
date matching (223 observations for My Surprise). HAC standard errors (Newey & West, 1987), 6 lags in
parentheses. ***, **, and * denote significance at the 1%, 5%, and 10% levels.

release, cannot incorporate subsequent market movements. This timing mechanism cannot ex-

plain market-based surprise predictability, since those surprises are computed in short windows

around announcements. The moderate predictability validates the direct extraction method-

ology—accepting a predetermined information set rather than applying ex-post econometric

cleaning. While a news-reading agent processing blackout-period information could likely re-

duce this predictability further, I leave this extension for future research.

4.4 Surprise Diagnostics

Having established that my surprises reflect information unavailable from public Fed commu-

nications, I test whether they constitute valid instruments in the classical measurement-error

framework. Surprises are typically conceived relative to the Fed’s private information set Gt

(honoring Greenbooks), yielding

∆it = E[∆it | Gt] + st (2)
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where st is the true monetary policy shock. Since we observe only the public subset Bt ⊂ Gt,

the observed surprise is

∆it = E[∆it | Bt] + (E[∆it | Gt]− E[∆it | Bt]) + st (3)

Rewriting (3) yields

∆it = E[∆it | Bt] + ŝt (4)

where ŝt = st + εt contains the true shock plus measurement error. To assess whether my

narrative surprises measure true policy shocks with minimal error, I estimate

∆it = α+ βŝt + ηt (5)

Under classical measurement error with Cov(st, εt) = 0, the coefficient

β =
Var(st)

Var(st) +Var(εt)
(6)

provides a validity test: β ≈ 1 indicates minimal measurement error, while deviations suggest

attenuation bias (β < 1) or contamination (β > 1). For valid measures with β ≈ 1, the R2

represents the fraction of policy variance attributable to surprises.

Table 4 tests measurement quality. Panel A shows that my narrative surprise passes

the β = 1 test, validating minimal measurement noise. R&R exhibits significant attenua-

tion (β = 0.783), while market-based measures show coefficients exceeding unity, indicating

contamination. Panel B applies ex-post cleaning procedures analogous to B&S (using public

macroeconomic information) and M-A&R (using Greenbook forecasts). I regress each raw sur-

prise on my LLM-extracted distribution moments (E[∆i], variance, skewness) and use residuals

as cleaned instruments. While cleaning removes contamination (coefficients near unity), first-

stage F-statistics from M-A&R’s external instrument VAR approach reveal the cost: instrument

strength collapses (FF4: F falls from 18.8 to 9.9; R&R: from 41.3 to 1.0). Direct narrative ex-

traction thus dominates ex-post cleaning by maintaining both minimal measurement error and

strong predictive power.

Table 5 examines incremental explanatory power. Combining my narrative surprise with

R&R yields both measures highly significant, indicating that Greenbook forecasts capture com-

plementary private Fed information. Adding all market-based measures increases R2 by only 5.9
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Table 4: Measurement Validity: Raw and Cleaned Surprise Measures

Panel A: Raw Surprise Measures

My
Surprise

R&R
(2004)

FF4 FF1 MP1 ED1 ED4

Coefficient 1.014 0.783∗∗ 1.827∗∗ 2.375∗∗∗ 1.410 1.683∗ 1.321
H0 : β = 1 (0.083) (0.090) (0.359) (0.485) (0.267) (0.359) (0.309)

R2 0.516 0.432 0.168 0.158 0.148 0.162 0.144
First-stage F 19.6 41.3 18.8 35.3 21.2 18.8 17.9
Observations 268 178 221 221 221 221 222

Panel B: Cleaned Market Surprises (LLM Moments)

My
Surprise

R&R
(2004)

FF4 FF1 MP1 ED1 ED4

Coefficient — 0.494∗∗∗ 0.855 1.565 0.874 0.908 0.506
H0 : β = 1 — (0.155) (0.453) (0.458) (0.297) (0.375) (0.317)

R2 — 0.126 0.033 0.065 0.053 0.043 0.019
First-stage F — 1.0 9.9 17.1 8.4 13.8 7.8
Observations — 178 221 221 221 221 222

Note: This table tests measurement validity by regressing FOMC policy decisions (rate changes in
basis points) on individual surprise measures. Each column represents a separate regression of the form
∆it = α + βŝt + εt. Panel A shows raw surprise measures. Panel B shows cleaned market surprises
(residuals from regressing raw surprises on LLM distribution moments: E[∆i], Variance, Skewness). My
Surprise is already clean by construction (extracted directly from Fed communications 2-3 weeks before
meetings), so Panel B shows “—” for this column. First-stage F-statistic is from regressing VAR(12)
residual for 1-year Treasury yield on the instrument (Miranda-Agrippino & Ricco, 2021 methodology).
J. Stock and Yogo (2005) critical values: F > 16.38 (strong instrument), F > 8.96 (marginal). High F
validates instrument strength for LP-IV; low F indicates weak instrument problem with wide confidence
bands. Newey-West HAC standard errors (4 lags) are in parentheses. Significance stars test H0: β = 1
(no measurement error). Under classical measurement error, β = Var(strue)/[Var(strue)+Var(ε)]: β ≈ 1
indicates minimal noise, β < 1 suggests attenuation bias (noisy signal), β > 1 suggests contamination
(measure inflates true variation). ∗∗∗, ∗∗, and ∗ denote significance at the 1%, 5%, and 10% levels. Time
window: 1996-01 to 2025-03.

percentage points beyond this baseline, reflecting distinct information timing: market surprises

capture 30-minute pricing errors, R&R uses Greenbook forecasts with five-year lags, while my

measure uses Fed communications released weeks before decisions. Most policy information

flows through official channels well before announcements, consistent with Lucca and Moench

(2015).

4.4.1 Narrative Surprise Comparison: My LLM Approach vs R&R

I compare my approach with R&R during the Zero Lower Bound period (2009-2015) when

conventional rate changes ceased, providing a critical test of measurement properties.

Table 6 reveals stark distributional differences. R&R exhibits persistent hawkish bias (mean:
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Table 5: Incremental Explanatory Power of Surprise Measures

(1) (2) (3) (4) (5) (6) (7)

Surprise 1.014∗∗∗ 0.730∗∗∗ 0.687∗∗∗ 0.692∗∗∗ 0.681∗∗∗ 0.686∗∗∗ 0.672∗∗∗

(0.083) (0.119) (0.088) (0.091) (0.087) (0.091) (0.091)
R&R (2004) 0.507∗∗∗ 0.471∗∗∗ 0.473∗∗∗ 0.462∗∗∗ 0.461∗∗∗ 0.470∗∗∗

(0.096) (0.093) (0.092) (0.091) (0.091) (0.092)
FF4 0.860∗∗∗ 0.939∗∗∗ 1.855∗∗∗ 2.184∗∗∗ 1.709∗∗

(0.333) (0.357) (0.529) (0.759) (0.731)
FF1 -0.251 2.122 2.182 2.030

(0.520) (1.390) (1.358) (1.391)
MP1 -1.995∗∗ -1.941∗∗ -1.580

(0.953) (0.980) (1.002)
ED1 -0.398 -0.608

(0.598) (0.483)
ED4 0.395∗∗

(0.157)

R2 0.516 0.649 0.676 0.676 0.700 0.702 0.708
Observations 268 178 178 178 178 178 178

Note: This table shows incremental specifications where variables are added sequentially. Column (1)
includes only the narrative surprise measure. Each subsequent column adds one additional variable to
the regression. The regression form is ∆it = α +

∑
j βj ŝ

j
t + εt. Newey-West HAC standard errors (4

lags) are in parentheses. Significance stars test H0: β = 0 (no explanatory power). ∗∗∗, ∗∗, and ∗ denote
significance at the 1%, 5%, and 10% levels. Time window: 1996-01 to 2025-03.

Table 6: Statistical Moments Comparison During ZLB Period

Measure N Mean Std
Dev

Skew-
ness

Kur-
tosis

Min Me-
dian

Max Zero% Pos%

My Surprise 51 -3.7 3.5 5.17 33.67 -9.4 -3.8 18.8 2.0 2.0
R&R (2004) 51 3.9 9.4 0.47 -0.30 -12.7 3.8 28.7 0.0 58.8

Note: All statistics computed in basis points. Skewness and kurtosis are sample statistics. Zero% =
percentage of zero observations, Pos% = percentage of positive observations.

3.9bp, s.d.: 9.4bp) with near-symmetric distribution (skewness: 0.47), classifying 58.8% of

meetings as hawkish without recording a single zero. My LLM measure shows slight dovish

tilt (mean: -0.3bp, s.d.: 5.5bp) with strong left skewness (-2.46) and fat tails (kurtosis: 21.51),

identifying only 25.5% as hawkish with 13.7% exact zeros. This left-skewed distribution—mostly

small hawkish surprises, occasionally large dovish ones—aligns with maintained accommodation

punctuated by rare substantial easing signals.

Table 7 examines overlap. Full-sample correlation is negligible (0.032, p=0.824). Trim-

ming extreme observations yields moderate positive correlation (0.422, p=0.003), suggesting

agreement on typical surprises but divergence on tail events. Excluding key regime transitions

(2009-01, 2015-12) produces weak negative correlation (-0.128, p=0.380), indicating fundamen-
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Table 7: Correlation Robustness Analysis During ZLB Period

Sample N Correlation P-Value Description

Full Sample 51 0.322∗∗ 0.021 All ZLB period
observations

Trimmed (1%-99%) 47 0.088 0.556 Excluding
extreme
percentiles

No Key Episodes 49 0.110 0.451 Excluding
2009-01,
2015-12

Note: ∗∗ indicates significance at 5% level. The correlation between My Surprise and R&R measures
during the Zero Lower Bound period (2009-2015) is shown for different sample specifications.

tal disagreement about surprises during policy regime shifts.

This comparison illuminates why R&R exhibits attenuation bias (β = 0.768). R&R con-

structs surprises as linear regression residuals, extracting Greenbook forecast errors ex-post

through a parametric model assuming additive separability. My LLM approach directly ex-

tracts expectations non-linearly by synthesizing narrative information (Beige Book, Minutes,

Statements) through contextual understanding. During unconventional policy regimes, the

linear residual approach cannot capture complex interactions between forward guidance, bal-

ance sheet policy, and economic conditions—generating measurement error that dilutes the

signal. My non-linear extraction maintains directional accuracy precisely when conventional

linear models break down.

4.4.2 External Validation: Sign-Restriction Decomposition

I validate my measure using J&K’s sign-restriction identified shocks, which distinguish pure

monetary policy shocks (MP: yields rise, stocks fall) from central bank information shocks (CBI:

both rise). This tests whether my measure isolates policy stance shifts or remains contaminated.

Table 8 regresses three surprise measures on J&K’s orthogonal shocks. If ex-post cleaned

shocks (M-A&R, B&S) measured pure monetary policy, they should load only on βMP , not

βCBI . Yet both load significantly on both components, indicating contamination by central

bank information effects. Their βMP coefficients also differ significantly from unity, suggesting

attenuation.

My narrative surprise passes both validation tests at the 5% level (loading on CBI only at

10%). The low R2 reflects timing differences: my surprise uses Fed communications from 2-3

weeks before decisions, while J&K uses 30-minute announcement windows. When forward guid-
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Table 8: J&K Decomposition: Testing for CB Information Contamination

M-A&R B&S My Surprise

βMP 0.499∗∗∗ 0.740∗∗∗ 0.828∗∗
(0.064) (0.088) (0.381)

βCBI 0.595∗∗∗ 0.584∗∗∗ 1.308∗
(0.181) (0.177) (0.669)

R2 0.508 0.662 0.111
Observations 161 281 221

Note: This table regresses surprise measures on Jarociński and Karadi (2020) sign-restriction identified
shocks without a constant: Surpriset = βMP ·MPt + βCBI · CBIt + εt. MP is the pure monetary policy
shock (contractionary policy: Treasury yields rise, stock prices fall). CBI is the central bank information
shock, where the Fed reveals positive news about the economy (both Treasury yields and stock prices rise
together, reflecting improved growth expectations without policy tightening). M-A&R refers to Miranda-
Agrippino and Ricco (2021) ex-post VAR-cleaned instrument. B&S refers to Bauer and Swanson (2023a)
orthogonalized surprise. My Surprise refers to the LLM-extracted surprise from Fed communications.
Pure MP shock isolation requires βMP ≈ 1 (captures pure policy shock) and βCBI ≈ 0 (no Fed information
effect contamination). All instruments aggregated to monthly frequency. Newey-West HAC standard
errors (Newey & West, 1987), 6 lags in parentheses. ∗∗∗, ∗∗, and ∗ denote significance at the 1%, 5%,
and 10% levels.

ance shapes expectations effectively, these information sets converge, producing low correlation

despite capturing identical policy shifts.

4.4.3 Interpretation and Implications

The measurement validity tests establish a clear hierarchy: my narrative surprise passes the

β = 1 test (β = 1.007), R&R exhibits significant attenuation (β = 0.768), and market-based

measures display contamination (β > 1.3). These differences reflect methodologies, not merely

timing or data sources.

My narrative measure achieves minimal measurement error through multi-agent non-linear

extraction from Fed communications (Beige Book → Minutes → Statement). A conceptual clar-

ification: my surprises explain 52.1% of policy variance not because surprises are predictable,

but because the unpredictable component ŝt accounts for this share of total rate variation.

The remaining variance reflects the predictable component E[∆it|Bt] that markets should an-

ticipate from Fed communications. This 52.1% surprise share—measured from information

frozen at Beige Book release two weeks before meetings—indicates that roughly half of policy

variation is systematic (predictable from formal Fed documents) while the remainder reflects

both discretionary decisions and information conveyed through informal channels (speeches,

interviews, market operations) during the pre-meeting period. R&R’s attenuation stems from

linear regression residuals that impose additive separability, failing during unconventional pol-
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icy. Crucially, while R&R extracts information from private Greenbooks through linear OLS

projections, my non-linear extraction from public documents achieves superior measurement

(β = 1.007 vs 0.768). The ZLB evidence confirms this methodological advantage: R&R shows

persistent hawkish bias while my approach correctly identifies the asymmetric pattern of mostly

small hawkish surprises with occasional large dovish signals. That R&R still adds 12.8pp when

combined with my measure suggests Greenbooks contain valuable private information poorly

extracted by linear methods—information that non-linear extraction could potentially capture

more effectively.

Market-based contamination (β > 1.3) arises from information effects. The J&K validation

confirms this: ex-post cleaned market surprises load significantly on both monetary policy and

central bank information shocks, with coefficients differing from unity. My narrative surprise

passes both tests at 5%, loading on pure policy shocks while remaining orthogonal to informa-

tion effects. Market measures add only 6.0pp beyond my narrative-R&R baseline, capturing

announcement-day pricing errors rather than weeks of Fed signals.

My measure’s moderate predictability (R2 = 0.164) has a clear source. B&S predictors

explain 35.8% of expectations but only 16.4% of surprises. S&P 500 returns predict surprises

but not expectations, confirming predictability arises from blackout-period information arriving

between Beige Book release and decisions—not systematic bias. This timing mechanism cannot

explain market-based predictability in short announcement windows.

The implications are straightforward: my narrative measure passes the β = 1 test using

only public information, enabling real-time implementation. The sequential revelation pattern

(52.1% through communications, 12.8pp through Greenbooks, 6.0pp through announcement-day

pricing) validates pre-FOMC drift (Lucca & Moench, 2015) and confirms most policy informa-

tion flows through official channels well before decisions. For real-time analysis, my narrative

measure dominates alternatives in both measurement properties and feasibility.

4.5 Impulse Responses to Monetary Policy Surprises

I trace dynamic effects on macroeconomic and financial variables using local projections (Jordà,

2005) at each forecast horizon h:

yt+h = αh + βh · Surpriset +
2∑

j=1

γh,jSurpriset−j +

2∑
k=1

δ>h,kXt−k + εt+h (7)
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where yt+h is the outcome variable at horizon h, Surpriset is the monetary policy surprise

measure (either narrative or market-based), and the specification includes 2 lags of the shock

variable and 2 lags each of control variables. For the macro specification, Xt−k includes the

federal funds rate (FFR), log industrial production (IP), unemployment rate (UR), and log

PCE. The alternative Beige Book specification replaces these with contemporaneous and lagged

Beige Book indicators (inflation, employment, economic growth, consumer spending). Standard

errors are computed using Newey-West HAC estimators with lag length equal to the horizon.

All impulse responses are normalised to represent effects of a 25 basis point monetary policy

surprise (Jordà & Taylor, 2025; Ramey, 2016).

4.5.1 Real Activity Responses

Figure 8 compares impulse responses to my narrative surprise and the market-based MP1 sur-

prise. Both measures initially exhibit an expansionary puzzle across real activity variables,

though with important differences in magnitude and persistence.

Following a 25 basis point contractionary shock to my narrative surprise, real GDP rises

0.4% on impact, peaks at 1.7% (months 2-3), then turns negative after six months and remains

contractionary through three years. Real PCE peaks at 2.1% (month 3) before turning negative

after six months; industrial production peaks at 3.1% (month 2) before declining to -0.9%

after three years. While the narrative measure still displays the initial puzzle4, it subsequently

transitions toward contractionary effects after six months, potentially indicating some mitigation

of the information effect.5

MP1 generates weaker, less interpretable responses. Real GDP peaks at 0.7% (quarter 1),

fading to zero by month six without clear contractionary effects. Real PCE shows similar pat-

terns (1.0% peak, no negative transition). Industrial production exhibits erratic reversals with

wide confidence intervals. My narrative measure produces substantially more precise estimates.

Market-based alternatives across the full spectrum (additional impulse responses in Ap-

pendix E) exhibit similar weaknesses. All measures—MP1, ED1, ED4, FF1, and FF4—display

initial expansionary puzzles but fail to deliver theoretically expected contractionary effects.
4For discussions of the price puzzle, see B&S, J&K, M-A&R, and Ricco and Savini (2025). Recent work

by Cochrane (2025) and White (2025) suggests the puzzle may reflect equilibrium-selection features of New-
Keynesian models rather than identification failures.

5It is noteworthy that the estimates of responses are highly dependent on the sample period. Aruoba and
Drechsel, 2024 choose to stop their sample in 2008. Instead, I conduct my analysis between 1996 and 2025,
including the Zero Lower Bound period and the recent COVID and post-COVID (inflationary) periods.
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Figure 8: Dynamic Effects of Monetary Policy Surprises on Real Activity
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: fed-
eral funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE, industrial
production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase from base-
line; interest rates in percentage points.

Eurodollar-based measures produce particularly erratic responses with multiple spurious peaks,

while federal funds futures measures show wider confidence intervals without clear long-run con-

tractionary effects. My narrative measure, while also exhibiting initial expansion, transitions

smoothly into contractionary territory after six months across all real variables and maintains

persistently negative effects through three years, consistent with theoretical predictions. This

suggests my narrative identification approach substantially attenuates information-effect con-

tamination relative to high-frequency identification.
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4.5.2 Treasury Yield Responses

Figures 9, 10, and 11 show yield curve transmission. My narrative measure and market-based

alternatives generate different term structure dynamics. The 1-year yield follows the federal

funds rate while longer yields respond less, with differences most pronounced after 24 months

where my narrative surprise generates persistent negative responses while MP1 remains near

zero (Appendix E, Figure 23).

Term spreads (Figure 9) confirm distinct patterns.6 My narrative surprise generates curve

flattening: 5Y and 10Y spreads compress 30-35bp on impact while the 1Y spread barely moves.

After month 12, longer spreads recover to +10bp by year three—initial tightening followed by

anticipated normalization. MP1 spreads fluctuate erratically without systematic patterns.

Maturity structure reveals staggered recovery: 5Y and 10Y spreads rebound to +10bp by

year three while the 1Y spread remains compressed until month 30, showing intermediate/long

rates pricing normalization while the front end reflects persistent restriction.

I decompose spreads into expected short rates and term premia:

r
(n)
t − r

(1/12)
t =

n−1∑
i=0

(
1− i

n

)
Et∆r

(1/12)
t+1 + θ

(n)
t , (8)

where r(n)t is the n-year yield, Et∆r
(1/12)
t+1 is the expected change in the 1-month yield, and θ

(n)
t is

the term premium. Using Favero and Fernández-Fuertes (2025)’s data-congruent model, which

purges term premia of stochastic trends, Figure 11 shows transmission through these channels.

My narrative surprise delivers an expectations-driven cycle. The 1-year expected path de-

clines sharply before recovering with volatility around month 30. The 5- and 10-year paths

show muted, stable responses consistent with rate anchoring. These dynamics explain spread

behavior: the front end tightens sharply, longer ends rise less, generating initial flattening before

re-steepening as the front end normalizes.

Term premia play minimal roles. The 1Y premium remains flat; 5Y and 10Y premia hover

near zero with only temporary dips around 6-12 months. My narrative surprise transmits

through expected short-rate revisions, with term premia providing negligible adjustments.

MP1 shocks yield weak, noisy expected paths and near-zero term premia without clear

patterns. Combined with erratic spread responses, the market-based measure fails to isolate

clean monetary signals, while my narrative identification reveals textbook expectations-driven
6I use the one-month yield from Gürkaynak, Sack, and Swanson, 2005 for consistency.
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tightening with limited term-premium involvement.

Taken together with Figures 9, 10, and 11, a coherent yield-curve narrative emerges under

my narrative identification: (i) short-rate levels rise and then gradually normalize (yield re-

sponses in Appendix E, Figure 23); (ii) spreads compress (flattening) and later re-steepen as

policy unwinds; (iii) term premia compress at medium/long maturities, offsetting part of the

expectations channel. MP1 lacks this persistence and coherence, consistent with contamination

by non-monetary factors.

4.5.3 Robustness with Beige Book Controls

Using Beige Book scores as controls instead of macro releases yields similar results. Since Beige

Books precede FOMC decisions by two weeks, these scores are predetermined relative to policy

shocks. Impulse responses (Figures 24, 25, and 26) remain quantitatively similar to those with

standard controls, validating the multi-agent system’s signal extraction.

Excluding the zero lower bound period (2009-2015) sharpens results (Appendix E.7). Con-

tractionary effects strengthen and term structure responses clarify when the federal funds rate

serves as the primary policy tool.

4.6 Economic Validation Through Yield Curve Trading

Having documented consistent transmission mechanisms, I test whether my narrative surprises

contain economically valuable information through implementable trading. The strategy ex-

ploits a key finding: my surprises predict persistent yield curve movements that markets price

gradually over 6-10 months, while market-based measures capture only immediate reactions.

Strategy Design and Assumptions. The strategy trades on the prediction that yield

spreads adjust slowly to monetary surprises not yet fully priced. For each FOMC meeting t

with surprise st, I take positions in the 1-month to 10-year spread:

Positiont = −sign(st)× I[|st| > q67] (9)

where q67 is the 67th percentile threshold from a rolling 60-meeting window. Contractionary

surprises (st > q67) trigger short 1-month/long 10-year positions (betting on flattening), while

expansionary surprises (st < −q67) trigger the opposite. Profitability requires two conditions:

(1) surprises predict spread movements beyond immediate market reactions, and (2) these
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Figure 9: Term Spread Dynamics Following Policy Surprises
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Term spreads (n-year yield minus 1-month
Treasury bill rate) in percentage points.

predictions materialize over horizons where transaction costs remain manageable. The 67th

percentile filter concentrates on high-information events while ensuring comparability across

measures with different scales.7

Equal-Weight Benchmark. Table 9 reports results for the equal-weight implementation,

which allocates equal capital to both spread components. The 1-month to 10-year spread poses

a methodological challenge under equal-weighting: modified duration scales approximately with
7The Romer and Romer (2004) measure cannot be implemented in real time due to five-year Greenbook

lags. The comparison focuses on implementable measures: narrative surprises from public Fed documents versus
market-based measures from high-frequency price movements.
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Figure 10: Evolution of Expected Policy Rates Across Horizons
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Expected policy paths (yield minus term
premium) for 1-, 5-, and 10-year maturities in percentage points.

maturity, implying the 10-year Treasury exhibits roughly 120 times greater price sensitivity to

yield changes than the 1-month Treasury.8 This extreme duration asymmetry causes the long-

maturity leg to dominate profit-and-loss dynamics under equal capital allocation. At short

holding periods (60-120 days), this structural imbalance obscures differences across surprise

measures. However, as horizons extend to economically meaningful windows where term struc-

ture adjustments fully materialize, my narrative measure’s informational advantage becomes
8Modified duration for a zero-coupon bond approximates maturity divided by (1+ yield). With typical yields

of 4-5%, the 10-year bond has duration ≈ 9.5 years while the 1-month bond has duration ≈ 0.08 years, yielding
a ratio of approximately 120:1.

36



Figure 11: Term Premium Dynamics and Monetary Policy Surprises
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate in percentage points; term
premia for 1-, 5-, and 10-year maturities in percentage points, extracted using the Favero and Fernández-
Fuertes (2025) decomposition.

evident. At the 180-day horizon (Panel A), my narrative surprise outperforms the strongest

market-based measure (ED4) by 100%. Performance peaks at the 300-day horizon (Panel B),

where my narrative surprise exceeds ED4 by 58% with statistically significant returns main-

tained across all market-based alternatives. This pattern confirms that my narrative measure’s

superiority is robust to implementation methodology and emerges most clearly at horizons

(6-10 months) where yield curve dynamics documented in the impulse response analysis fully

manifest.
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Table 9: Yield Curve Trading Performance: Equal-Weight Benchmark

Panel A: 180-Day Holding Period

Ann. Return Sharpe Ratio Hit Rate Total Return Trades

Frequency Calendar Frequency Calendar

My Surprise 0.69%*** 0.30%*** 0.68 0.45 67.1% 19.22%*** 82
ED1 0.21% 0.13% 0.24 0.19 55.9% 5.46% 59
ED4 0.36%** 0.18%** 0.41 0.29 63.4% 9.58%** 71
FF1 0.09% 0.08% 0.11 0.10 50.0% 2.19% 42
FF4 0.16% 0.11% 0.18 0.14 57.1% 4.23% 56
MP1 0.14% 0.12% 0.17 0.16 53.7% 3.47% 41

Panel B: 300-Day Holding Period

Ann. Return Sharpe Ratio Hit Rate Total Return Trades

Frequency Calendar Frequency Calendar

My Surprise 0.91%*** 0.24%*** 0.75 0.38 69.1% 26.14%*** 81
ED1 0.33% 0.12% 0.28 0.17 61.0% 8.48% 59
ED4 0.61%*** 0.19%*** 0.54 0.30 67.1% 16.50%*** 70
FF1 0.04% 0.02% 0.04 0.03 57.1% 1.01% 42
FF4 0.27% 0.11% 0.23 0.14 63.6% 7.02% 55
MP1 0.08% 0.04% 0.08 0.06 58.5% 2.02% 41

Note: This table presents performance metrics for yield curve trading strategies based on monetary policy surprises. The
strategy trades the 10Y-1Y Treasury spread, going short 1Y/long 10Y after hawkish surprises and long 1Y/short 10Y after
dovish surprises. Trades are initiated when surprises exceed the 67th percentile threshold. Frequency-based returns assume
equal trade spacing; calendar-time returns account for actual time between trades. Sharpe ratios computed using trade-
level returns. Hit Rate = percentage of profitable trades. Total Return = geometric cumulative return from compounding
all individual trades in the sample. Includes 5bp transaction costs per trade. ∗∗∗, ∗∗, and ∗ denote significance at the 1%,
5%, and 10% levels based on t-tests against zero mean.

Figure 12 traces return evolution across holding periods. My narrative surprise exhibits

monotonically increasing returns through 6-10 months, consistent with gradual yield curve

adjustment in the impulse responses. Returns rise from near zero at 5 days to 12% at 100 days,

reaching 26% at 250-300 days under equal-weighting. This confirms curve dynamics require

time to develop, with optimal holding periods at 6-10 months. Extended testing reveals returns

peak around 18 months before declining as mean reversion dominates. Market-based measures

show weaker patterns: ED4 plateaus around 15-17%, while MP1 shows negligible performance.

Figure 13 reveals an important pattern: while my narrative surprise generates consistent pos-

itive drift throughout the sample, returns accelerate in 2023-2024. This concentration initially

seems puzzling—if the LLM (trained through early 2024) better predicts recent Fed behav-

ior, surprises should be smaller. Yet the data shows the opposite: surprises in 2022-2023 are

not smaller but among the largest in the sample. This aligns with Romer and Romer (2023),

who identify only one true monetary policy shock in 2000-2023: June 2022, precisely when my

trading returns spike. Notably, they reach this conclusion using only Minutes (as transcripts

remain unavailable), the same document type my system processes. The 2022-2024 period

featured genuinely unprecedented policy uncertainty—rapid tightening after years at the zero
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Figure 12: Yield Curve Trading Returns Across Holding Periods: Equal-Weight Strategy
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Note: Cumulative returns as a function of holding period for the equal-weight yield curve trading strategy
using the 1-month to 10-year Treasury spread. Each point represents the geometric cumulative return
from compounding all individual trades on surprises exceeding the 67th percentile threshold, held for
the specified number of days. Zero transaction costs.

Figure 13: Cumulative Returns (1996-2025): Equal-Weight Strategy (300-Day Holding Period)
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Note: Cumulative returns over calendar time for the equal-weight yield curve trading strategy using
the 1-month to 10-year Treasury spread with 300-day holding period. My Surprise exhibits sustained
positive drift and clear separation from market-based measures. Zero transaction costs.

bound, pause debates, and pivot speculation—creating large surprises that predict sustained

yield curve adjustments. The concentration of returns reflects this exceptional policy volatility

rather than training artifacts, though out-of-sample testing on post-2024 meetings will provide

additional validation.

Duration-Hedged Strategy. The equal-weight benchmark suffers from duration asymme-

try that obscures the policy signal. To isolate spread movements, I implement duration-hedging
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Table 10: Yield Curve Trading Performance: Duration-Hedged Strategy

Panel A: 180-Day Holding Period

Ann. Return Sharpe Ratio Hit Rate Total Return Trades

Frequency Calendar Frequency Calendar

My Surprise 1.43%*** 0.63%*** 0.66 0.44 65.9% 43.68%*** 82
ED1 0.61% 0.37% 0.32 0.25 59.3% 16.15% 59
ED4 0.95%*** 0.49%*** 0.53 0.38 67.6% 27.33%*** 71
FF1 0.05% 0.04% 0.03 0.02 57.1% 0.76% 42
FF4 0.45% 0.29% 0.22 0.17 64.3% 11.67% 56
MP1 0.24% 0.21% 0.15 0.14 53.7% 5.97% 41

Panel B: 300-Day Holding Period

Ann. Return Sharpe Ratio Hit Rate Total Return Trades

Frequency Calendar Frequency Calendar

My Surprise 1.62%*** 0.43%*** 0.57 0.29 61.7% 49.87%*** 81
ED1 0.81% 0.29% 0.30 0.18 54.2% 21.74% 59
ED4 1.55%*** 0.48%*** 0.63 0.35 65.7% 47.30%*** 70
FF1 -0.32% -0.16% -0.14 -0.10 42.9% -8.58% 42
FF4 0.60% 0.23% 0.23 0.14 56.4% 15.54% 55
MP1 -0.08% -0.04% -0.04 -0.03 46.3% -2.74% 41

Note: This table presents performance metrics for yield curve trading strategies based on monetary policy surprises. The
strategy trades the 10Y-1Y Treasury spread, going short 1Y/long 10Y after hawkish surprises and long 1Y/short 10Y after
dovish surprises. Trades are initiated when surprises exceed the 67th percentile threshold. Frequency-based returns assume
equal trade spacing; calendar-time returns account for actual time between trades. Sharpe ratios computed using trade-
level returns. Hit Rate = percentage of profitable trades. Total Return = geometric cumulative return from compounding
all individual trades in the sample. Includes 5bp transaction costs per trade. ∗∗∗, ∗∗, and ∗ denote significance at the 1%,
5%, and 10% levels based on t-tests against zero mean.

by scaling positions to equalize dollar value changes per basis point (DV01):

w1m,t =
D10y,t

D1m,t +D10y,t
, w10y,t =

D1m,t

D1m,t +D10y,t
(10)

where D1m,t ≈ 0.08 and D10y,t ≈ 9.5 are modified durations. This allocates approximately 99%

of capital to the 1-month position and 1% to the 10-year position, ensuring both legs contribute

equally to P&L. The return for surprise st held from t to t+ h is:

rt,t+h = −sign(st)× [w1m,t ×∆y1m,t+h ×D1m,t + w10y,t ×∆y10y,t+h ×D10y,t] (11)

where ∆yi,t+h denotes yield changes. This neutralizes parallel shifts while capturing spread

dynamics. Table 10 reports results.

Duration-hedging substantially amplifies my narrative measure’s informational content. At

the 180-day horizon (Panel A), my narrative surprise exceeds ED4 (the strongest real-time

market-based measure) by 60%, with statistically significant returns establishing my narrative

measure’s dominance at the six-month window where Fed communication effects fully materi-

alize in term structure dynamics. Returns continue growing at the 300-day horizon (Panel B),
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Figure 14: Cumulative Returns (1996-2025): Duration-Hedged Strategy (180-Day Holding Period)
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Note: Cumulative returns over calendar time for the duration-hedged yield curve trading strategy us-
ing the 1-month to 10-year Treasury spread with 180-day holding period. Each line represents the
compounded growth of $1 invested using a specific surprise measure, with position sizes adjusted to
neutralize parallel yield curve shifts (approximately 99% in 1-month, 1% in 10-year to equalize DV01 ex-
posure). My Surprise exhibits sustained positive drift and clear separation from market-based measures.
Zero transaction costs.

reaching comparable magnitudes to ED4 as market-based expectations capture longer-term rate

paths more effectively. The importance of proper risk management is quantitatively significant:

comparing Tables 9 and 10 at the 180-day horizon reveals duration-hedging more than doubles

returns—a 127% improvement—by optimally weighting the 1-month yield’s superior policy sig-

nal transmission (99% capital allocation to the front end versus 1% to the long end, balancing

the 120:1 duration ratio).

Real-time market-based measures exhibit substantially weaker performance under duration-

hedging. ED4 approaches but does not match my narrative measure’s performance, while MP1

shows weak or negative returns across all horizons. FF4 demonstrates modest gains, and ED1

and FF1 perform even more poorly (Table 10). The consistent pattern across multiple holding

periods and both weighting methodologies establishes that my narrative surprise dominates

all real-time implementable alternatives in capturing persistent yield curve movements, with

the advantage most pronounced in the 3-10 month window where Fed communication effects

transmit through the front end of the term structure. Figure 14 illustrates cumulative return

evolution over calendar time, demonstrating sustained outperformance of my narrative measure

relative to market-based alternatives.

Economic Significance. The trading results validate the impulse response evidence
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through out-of-sample profitability. My narrative surprise outperforms ED4 (the strongest

market-based measure) by 60% at 180 days with duration-hedging, and by 58-100% under

equal-weighting. Returns increase monotonically through 6-10 months—precisely when impulse

responses show maximum curve adjustment—then decline as mean reversion dominates. This

timing confirms my surprises predict gradual repricing that markets miss initially. Duration-

hedging doubles returns by concentrating capital (99%) in the policy-sensitive front end. The

consistent profitability across 265 FOMC meetings, combined with unbiased measurement prop-

erties and theoretically coherent impulse responses, establishes that narrative surprises extracted

from Fed communications provide superior identification of monetary policy shocks.

5 Conclusion

This paper demonstrates that systematically processing the Federal Reserve’s communication

timeline through a multi-agent LLM architecture produces monetary policy surprise measures

passing unbiased measurement tests that all alternatives fail. The methodology exploits tem-

poral sequencing—Beige Book releases two weeks before meetings, Minutes from prior meet-

ings—to construct narrative surprises predetermined relative to announcement-day information

flows. Three validation exercises establish superiority: measurement unbiasedness, theoretically

consistent impulse responses with persistent contractionary effects, and economically significant

trading profits in a diverse set of trading strategies (even doubling market-based alternatives).

The results carry implications beyond monetary economics. For policymakers, the find-

ings validate the Fed’s communication strategy and encourage other central banks to adopt

a systematic approach to communication: Beige Book and Minutes explain half of all deci-

sions, demonstrating successful information transmission to attentive observers. For researchers,

the framework offers a scalable alternative to both hand-coded narrative measures and high-

frequency identification, applicable to any domain where institutional communications precede

market-moving announcements. The multi-agent architecture enables novel experimental de-

signs—controlled prompt variations could generate distributions of synthetic observer expecta-

tions, illuminating expectation formation mechanisms across central banks and policy regimes.

Success depends not on technology itself, but on deployment respecting economic phenom-

ena. Large Language Models enable scalable unstructured text processing while maintaining

temporal and institutional structure critical for causal interpretation. Future research could
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extend the framework to incorporate market-side information during blackout periods or test

generalizability across the Federal Reserve’s evolving transparency regime.
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A Agent Output Examples

This appendix presents the complete JSON output specifications for each agent in the multi-

agent system. The examples demonstrate the dual-output architecture (quantitative measures

and textual reasoning) across different monetary policy regimes.

A.1 Agent IM: Policy Intelligence Extraction

A.1.1 Example 1: Financial Crisis Period (December 2008)

The following output shows Agent IM’s analysis of the October 29, 2008 FOMC Minutes, which

informed expectations for the December 16, 2008 meeting during the peak of the financial crisis.

The updated policy distribution assigns 68.75% probability to a 50 basis-point cut, 20% to a 25

basis-point cut, and 11.25% to holding. The shock discovery identifies “expansion and extension

of swap lines with multiple foreign central banks” and “severe impairment of commercial paper

market.” The internal debate text shows unanimous voting with members expressing divergent

concerns about excessive accommodation versus deflation risks:

Policy Extractor Output: October 29 2008 FOMC Minutes (for December 16 Meeting)
{

"decision_context": {
"actual_decision": "50 basis points cut to 1.0%",
"internal_debate": {

"hawks_preference": "Some members favored smaller cuts or pauses to avoid signaling
excessive accommodation or panic amid inflation concerns",↪→

"doves_preference": "Others advocated for large cuts to address severe financial market
strains, economic slowdown, and deflation risks",↪→

"compromise_reasoning": "The unanimous 50bp cut balanced the need for urgent easing with
concerns about inflation, financial stability, and limited policy space, reflecting
consensus to act decisively but cautiously."

↪→

↪→

},
"voting_pattern": "Unanimous approval of the 50bp cut",
"dissenting_views": []

},
"forward_guidance_signals": {

"explicit": "The Committee indicated it would continue to monitor economic and financial
developments carefully and act as needed to promote sustainable growth and price
stability.",

↪→

↪→

"implicit": "Strong emphasis on data dependence and readiness to provide further
accommodation if financial conditions and economic data worsen."↪→

},
"policy_stance_distribution": {

"next_meeting_probabilities": {
"(0.5,-1)": 0.6875,
"(0.25,-1)": 0.2,
"(0,0)": 0.1125
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}
},
"shock_discovery": {

"new_information": [
"Expansion and extension of swap lines with multiple foreign central banks totaling

hundreds of billions of dollars to address international liquidity strains",↪→

"Discussion of potential limits to policy effectiveness due to financial dislocations",
"Severe impairment of commercial paper market and money market funds"

]
}

}

A.1.2 Example 2: Tightening Cycle Initiation (March 2022)

The following output shows Agent IM’s analysis of the January 26, 2022 FOMC Minutes, which

informed expectations for the March 16, 2022 meeting marking the beginning of the current

tightening cycle. The probability distribution assigns 70% probability to a 12.5 basis-point

hike, 25% to holding, and 5% to a 25 basis-point hike. The shock discovery identifies “balance

sheet reduction will begin only after rate hikes commence, signaling clear sequencing.” The

internal debate text shows participants “advocating a faster pace than prior cycles” versus

those preferring “maintaining accommodation to assess Omicron impact”:

Policy Extractor Output: January 26 2022 FOMC Minutes (for March 16 Meeting)
{

"decision_context": {
"actual_decision": "Hold target range for federal funds rate at 0 to 1/4 percent",
"internal_debate": {

"hawks_preference": "Some participants favored preparing for imminent rate hikes due to
elevated inflation and strong labor market, with some advocating a faster pace than
prior cycles",

↪→

↪→

"doves_preference": "Others preferred maintaining accommodation to assess Omicron impact,
supply chain issues, and labor market recovery",↪→

"compromise_reasoning": "Consensus to hold balances inflation concerns with economic
uncertainties, sequencing of balance sheet runoff, and pandemic-related risks"↪→

},
"voting_pattern": "Unanimous hold decision",
"dissenting_views": []

},
"forward_guidance_signals": {

"explicit": "Participants agreed that ongoing rate increases would soon be warranted and
that balance sheet runoff would begin after rate hikes commence",↪→

"implicit": "Strong emphasis on data dependence, gradualism, and sequencing of policy tools
with flexibility to adjust as conditions evolve"↪→

},
"policy_stance_distribution": {

"next_meeting_probabilities": {
"(0.125,1)": 0.7,
"(0,0)": 0.25,
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"(0.25,1)": 0.05
}

},
"shock_discovery": {

"new_information": [
"Balance sheet reduction will begin only after rate hikes commence, signaling clear

sequencing",↪→

"Committee prioritizes gradualism and data dependence over aggressive front-loading",
"Extensive discussion of operational readiness for market disruptions and flexibility in

policy tools"↪→

]
}

}

A.2 Agent IB: Beige Book Economic Conditions

Agent IB operates on the Beige Book to extract quantitative assessments of economic conditions

from qualitative narratives. The agent produces both economic condition scores and textual

extractions that preserve the context underlying each score.

The following output shows Agent IB’s analysis of the March 2, 2022 Beige Book during the

tightening cycle liftoff period. Inflation scored +0.70 with 29.1% weight, with text including

“robust price increases” and “rising input costs across a broad swath of industries.” Employment

scored +0.59 with 28.8% weight, with text including “widespread strong demand for workers.”

Economic growth scored +0.10 and consumer spending scored -0.24, with text including “weaker

spending than in the prior report” and Omicron-related disruptions. The stance distribution

shows 36 hawkish, 9 dovish, and 22 neutral sentences from 67 total:

Beige Book Analyzer Output: March 2 2022
{

"scores": {
"inflation": 0.70,
"employment": 0.59,
"economic growth": 0.10,
"consumer spending": -0.24

},
"weights": {

"inflation": 0.291,
"employment": 0.288,
"economic growth": 0.244,
"consumer spending": 0.177

},
"summary": {

"overall_policy_bias": "neutral",
"signal_strength": "moderate",
"stance_distribution": {

"hawkish": 36,
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"dovish": 9,
"neutral": 22

}
}

}

A.3 Agent II: Expectation Synthesis

Agent II serves as the synthesis agent, integrating outputs from both Agent IM (Minutes-based

policy intelligence) and Agent IB (Beige Book economic conditions) to form a coherent prior

probability distribution for the upcoming FOMC decision.

A.3.1 Example 1: Financial Crisis Period (December 2008)

The following output shows Agent II’s synthesis for the December 16, 2008 meeting. Agent

II’s expected rate change is −0.1875 percentage points. The probability distribution assigns

75% to a 25 basis-point cut and 25% to holding. The textual outputs include specific influence

assessments from both Agent IM and Agent IB:

Expectation Engine Output: December 16 2008 FOMC Meeting
{

"previous_rate": 1.0,
"expected_rate_change": -0.1875,
"expectation_justification": "Both the Beige Book and recent Policy Intelligence strongly

indicate worsening economic conditions with easing inflation pressures. The Beige Book
shows broad weakening in growth, employment, and consumer spending, consistent with the
Committee's prior unanimous 50bp cut to 1.0%. Policy Intelligence emphasizes continued
data dependence and readiness to ease further if conditions deteriorate, but also notes
limited policy space and concerns about financial stability. Given the zero lower bound
constraint and the strong dovish signals, a modest 25bp cut is the most probable next
step, balancing urgency to support growth with caution about limited room for easing.",

↪→

↪→

↪→

↪→

↪→

↪→

↪→

"beige_book_influence": "The Beige Book's strong dovish tone on inflation easing, weakening
employment, and declining consumer spending reinforces the expectation of further easing.
Its consistent, high-intensity negative scores across key indicators confirm the
Committee's concerns about economic contraction and justify additional accommodation.",

↪→

↪→

↪→

"policy_intelligence_influence": "Policy Intelligence from the last meeting shows the
Committee's unanimous 50bp cut to 1.0%, with explicit readiness to act further if needed
but also caution due to limited policy space and financial stability risks. This tempers
the magnitude of expected easing, favoring a smaller cut or hold rather than large cuts,
reflecting a balance between urgency and prudence.",

↪→

↪→

↪→

↪→

"signal_strength": "strong",
"confidence": 0.85,
"distribution": {

"(0.25,-1)": 0.75,
"(0,0)": 0.25

}
}
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A.3.2 Example 2: Tightening Cycle Initiation (March 2022)

The following output shows Agent II’s synthesis for the March 16, 2022 meeting. The dis-

tribution assigns 70% to a 12.5 basis-point hike, 25% to holding, and 5% to a 25 basis-point

hike, with an expected rate change of +0.1 percentage points. The confidence score is 0.75 and

signal strength is “moderate.” The textual influence assessments include: Beige Book influence

notes “modest growth and weaker consumer spending moderate the hawkishness,” while policy

intelligence influence notes “data dependence, sequencing of balance sheet runoff, and gradual

normalization”:

Expectation Engine Output: March 16 2022 FOMC Meeting
{

"previous_rate": 0.125,
"expected_rate_change": 0.1,
"expectation_justification": "The Beige Book shows robust inflation and strong labor demand,

signaling hawkish pressure, while economic growth is modest and consumer spending weaker,
tempering urgency. Policy Intelligence from the last three meetings consistently
emphasized elevated, persistent inflation and strong labor markets but maintained a
cautious, data-dependent stance with no immediate hikes. The Fed's readiness to act soon
but not immediately, combined with ongoing tapering and balance sheet discussions,
supports a high probability of a 0.125% hike at the next meeting. This balances the
hawkish inflation/employment signals with the committee's emphasis on sequencing and
gradualism.",

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

"beige_book_influence": "The Beige Book's strong inflation and employment signals push toward
tightening, but modest growth and weaker consumer spending moderate the hawkishness,
supporting a near-term rate increase but not aggressive hikes.",

↪→

↪→

"policy_intelligence_influence": "Policy Intelligence shows a clear hawkish tilt on inflation
and labor markets but stresses data dependence, sequencing of balance sheet runoff, and
gradual normalization, favoring a cautious first hike soon rather than immediate or large
moves.",

↪→

↪→

↪→

"signal_strength": "moderate",
"confidence": 0.75,
"distribution": {

"(0,0)": 0.25,
"(0.125,1)": 0.7,
"(0.25,1)": 0.05

}
}

A.4 Agent III: Surprise Quantification

Agent III quantifies the monetary policy surprise on FOMC announcement day by comparing

the realized policy decision with Agent II’s prior probability distribution. The agent produces

both mechanical surprise measures and contextual salience assessments.
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A.4.1 Example 1: Financial Crisis Period (December 2008)

The following output shows Agent III’s surprise calculation for the December 16, 2008 meeting.

The surprise is s = −0.6875 percentage points (the Fed cut 87.5 basis points when Agent II

expected 18.75 basis points). The contextual score is σs = 0.85. Agent II’s prior assigned 75%

probability to a 25 basis-point cut and 25% to holding:

Surprise Snipper Output: December 16 2008 FOMC Meeting
{

"meeting_date": "2008-12-16",
"expected_rate_change": -0.1875,
"realized_rate_change": -0.875,
"surprise_rate": -0.6875,
"surprise_score": 0.85,
"surprise_direction": "dovish",
"confidence": 0.9,
"justification": "The realized rate change of -0.875% versus an expected cut of -0.1875%

yields a surprise of -0.6875%, a large dovish surprise. The Committee's decision to cut
the federal funds rate to a range of 0 to 1/4 percent (midpoint 0.125%) is a much larger
easing than the modest 25bp cut expected. The statement emphasizes worsening economic
conditions and diminished inflation, consistent with aggressive easing. Given the prior
expectation distribution heavily favored a modest 25bp cut and only 25% probability of no
change, this substantial cut is a strong dovish surprise likely to cause a significant
market reaction."

↪→

↪→

↪→

↪→

↪→

↪→

↪→

}

A.4.2 Example 2: Tightening Cycle Initiation (March 2022)

The following output shows Agent III’s surprise calculation for the March 16, 2022 meeting.

The surprise is s = +0.15 percentage points (the Fed hiked 25 basis points when Agent II

expected 10 basis points). The contextual score is σs = 0.6. Agent II’s prior assigned 70%

probability to a 12.5 basis-point hike and 5% probability to a 25 basis-point hike:

Surprise Snipper Output: March 16 2022 FOMC Meeting
{

"meeting_date": "2022-03-16",
"expected_rate_change": 0.1,
"realized_rate_change": 0.25,
"surprise_rate": 0.15,
"surprise_score": 0.6,
"surprise_direction": "hawkish",
"confidence": 0.85,
"justification": "The Fed raised the target range from 0-0.25% to 0.25-0.5%, a 25bp hike

(0.25) versus the expected 10bp increase (0.1), resulting in a 15bp hawkish surprise. The
prior expectation was strongly tilted toward a 12bp hike (70% probability), so a full
25bp hike is somewhat more aggressive than anticipated. The surprise score of 0.6
reflects a moderately strong market reaction given the Fed's firm language on ongoing
increases and the hawkish tone amid inflation and labor market strength."

↪→

↪→

↪→

↪→

↪→
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}

B Agent Validation and Supplementary Analysis

B.1 Agent IB Statistical Validation

This appendix presents statistical analysis of Agent IB’s quantitative outputs. The analysis ex-

amines distributional properties, cross-variable correlations, weight dynamics, and relationships

with conventional macroeconomic indicators.

B.1.1 Distributional Properties

Figure 15 displays the empirical distributions of the four variable scores across all Beige Book

releases in the sample. All four variables show unimodal distributions centered near zero. The

distributions exhibit mild skewness and some deviations from normality, particularly in the

tails.

The inflation score distribution shows slight positive skewness. Employment scores display

the most symmetric distribution among the four variables. Economic growth and consumer

spending scores show similar distributional shapes with moderate variance.

B.1.2 Cross-Variable Correlations

Figure 16 presents the correlation matrix for the four variable scores and the weighted aggregate

index. All pairwise correlations are positive, ranging from moderate (0.3-0.5) to strong (0.6-0.8).

The strongest correlation appears between economic growth and employment scores (ρ ≈ 0.7).

Inflation scores show moderate positive correlation with employment (ρ ≈ 0.5) and weaker

correlation with growth (ρ ≈ 0.4).

The aggregate index correlates strongly with all four component variables, with correlation

coefficients ranging from 0.65 to 0.85. When inflation dominates Beige Book discussion, it

receives higher weight in the aggregate, but the aggregate remains responsive to all four variables

rather than collapsing to a single-factor measure.

B.1.3 Weight Dynamics

Figure 17 shows the time-varying weights assigned to each macroeconomic variable in the Beige

Book. The stacked area chart shows that these weights are dynamic rather than converging to
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Figure 15: Empirical distributions of Agent IB’s variable scores
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Note: Each panel shows the histogram and kernel density estimate for one of the four key variables. The
distributions are unimodal and centered near zero, with mild skewness and some tail deviations.

fixed values, with the relative importance of each variable evolving across different periods.

The recent period beginning around 2021 shows a surge in the weight placed on inflation

(cyan area), which becomes the dominant theme in Beige Book narratives. At peak, inflation

receives approximately 50-60% of total emphasis, far exceeding its typical 25-30% weight during

earlier periods. This increase coincides with the onset of the post-pandemic inflationary episode.

Employment weights (magenta) fluctuate countercyclically, gaining prominence during pe-

riods of labor market stress (2008-2010, 2020) and declining during tight labor markets (2018-

2019). Economic growth weights (green) show moderate variation with slight elevation during

recovery periods. Consumer spending weights (yellow) remain relatively stable at 15-25%.
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Figure 16: Correlation matrix of Agent IB’s variable scores and aggregate index

Infl
ati

on

Emplo
ym

ent

Econ
om

ic Grow
th

Cons
um

er
Sp

end
ing

Inflation

Employment

Economic Growth

Consumer Spending

1.00

0.54 1.00

0.42 0.71 1.00

0.23 0.62 0.71 1.00
−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

Co
rr

ela
tio

n

Note: The heatmap shows Pearson correlation coefficients. All variables are positively correlated. The
aggregate index correlates strongly with all components.

Figure 17: Time-varying weights of Beige Book components
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Note: The stacked area chart shows how the relative importance of each economic variable has evolved.
Inflation weight surges post-2021 coinciding with the inflationary episode. Recession periods are shaded
in gray.
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B.1.4 Macroeconomic Linkages

Figure 18 presents scatter plots of the aggregate score against four conventional macroeconomic

indicators: unemployment rate, GDP growth, CPI inflation, and PCE growth. The Beige Book

scores are resampled to monthly frequency using forward-filling to align with the temporal

structure of macroeconomic time series.9

The aggregate score correlates negatively with unemployment (ρ = −0.363). The agent

extracts sentiment with respect to “employment” (labor market strength) rather than “un-

employment” (labor market weakness), so positive economic sentiment coincides with lower

unemployment rates. The aggregate shows positive correlations with GDP growth (ρ = 0.591),

CPI inflation (ρ = 0.222), and PCE growth (ρ = 0.531).

Agent IB’s quantitative outputs transform qualitative regional narratives into numerical

measures that correlate with macroeconomic indicators.

C Validation and Robustness

The multi-agent architecture presents two measurement challenges: look-ahead bias, where the

system may incorporate information unavailable at the time of analysis, and output variabil-

ity from stochastic LLM inference. This section examines these issues through architectural

constraints and empirical analysis.

C.1 Look-Ahead Bias Prevention

Look-ahead bias occurs when LLMs trained on vast corpora—potentially including the very

FOMC communications being analyzed—anachronistically apply ex-post knowledge to ex-ante

analysis (Glasserman & Lin, 2024; Sarkar & Vafa, 2024). Sarkar and Vafa (2024) demonstrate

that LLMs systematically generate temporally impossible sequences: GPT produced “COVID-

19” in 6.8% of risk forecasts when queried about November 2019 earnings calls, despite this

term not existing until months later. Simply instructing models to “ignore future information”

proves insufficient, reducing but not eliminating contamination (COVID-19 mentions dropped

from 12.2% to 6.8% with explicit temporal prompts). More subtly, Glasserman and Lin (2024)

find that references to “pandemic,” “disease outbreak,” or “supply chain” were 3.6 times more

common in LLM-generated 2020 risk assessments than 2019 assessments—evidence of indirect
9Beige Book scores are released 8 times per year for scheduled FOMC meetings. To align with monthly

macroeconomic data, I forward-fill each score to cover the period until the next Beige Book release.
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Figure 18: Macro linkage analysis of Beige Book aggregate scores
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Note: Each panel shows the relationship between monthly-resampled aggregate scores and key macroe-
conomic variables.

information leakage beyond explicit term generation. The system implements four complemen-

tary controls:

Document-level predetermined cutoffs. Each agent processes only publicly available in-

formation with strict temporal ordering. Agent IB analyzes Beige Books released at least two

weeks before each FOMC meeting. Agent IM processes Minutes from the previous meeting,

ensuring no overlap with the current decision. Agent II constructs probabilistic expectations

using only information available before the blackout period begins.

Prompt-level temporal anchoring. Agent instructions embed explicit date markers: “As of

[Beige Book release date], before the FOMC meeting on [meeting date], analyze the following...”

This follows the recommendation of Sarkar and Vafa (2024) for explicit temporal framing,
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though their evidence suggests this mechanism alone cannot eliminate bias.

Automated validation checks. Output scanning flags forbidden temporal constructions

(“the decision turned out to be,” “looking back,” “in retrospect”) and future date references.

Violations trigger automatic rejection and re-prompting with strengthened temporal constraints.

Out-of-knowledge-cutoff validation. The sample extends beyond GPT-4o-mini’s training

cutoff (June 2024): meetings after this date were not in the model’s training data. System

behavior can be compared across this boundary.

These architectural controls may reduce but not eliminate look-ahead bias. Sarkar and Vafa

(2024) show that LLMs can infer censored temporal information (correlation of 0.79 between

predicted and actual years from date-censored earnings calls). This study provides explicit

temporal context—instructing the model to reason “as of [date]” rather than removing temporal

information. Measurement stability across the training cutoff is examined through multi-run

validation below.

C.2 Multi-Run Stability Validation

Even with temperature set to 0.0, LLM generation exhibits stochastic variation. To quantify

output stability, I execute the complete pipeline 17 times with identical prompts, agent logic,

and document inputs. The validation sample spans 10 FOMC meetings from January 2024

through March 2025, including 6 meetings within the model’s training window (through June

2024) and 4 beyond it.

Expectation formation stability. Figures 19 and 20 display expected rate change and

probability distribution across all 17 runs. The interquartile range band shows Agent II output

variation: median cross-run standard deviation is 4.2bp, with 8 of 10 meetings below 5bp. The

probability distribution decomposition shows mass allocation across runs, with hike probabilities

(red), hold (gray), and cut (blue) patterns.

Surprise measurement consistency. Figure 21 displays surprise rate bands over time.

Cross-run standard deviations average 5.4bp, with 7 of 10 meetings below 6bp. Typical Fed

surprises range ±25-100bp.
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Figure 19: Expected rate change stability across 17 independent pipeline executions
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Note: Shaded bands show interquartile range (dark) and min-max range (light). Sample spans January
2024-March 2025, crossing the model’s June 2024 training cutoff.

Look-ahead bias test. I compare in-sample meetings (58 from 2007-2018 and Jan-Jun 2024)

against out-of-sample meetings (6 from Jul 2024-Mar 2025). Figure 22 presents the comparison.

In-sample meetings show lower average cross-run standard deviations (3.1bp expected rate,

3.5bp surprise) compared to out-of-sample meetings (6.0bp for both). The out-of-sample sample

includes 6 meetings.

Meetings with elevated cross-run variability (March 2025 at 10bp) occur out-of-sample.

The widest variability bands appear during major regime transitions (2008 crisis onset, 2020

pandemic, March 2025 trade policy uncertainty). Main econometric results use the full sample.

Narrative-based results are compared against market-based benchmarks in Section 4.

C.3 Rolling Window Predictability Analysis

To assess the temporal stability of surprise predictability, I conduct rolling window analysis using

sixty-meeting windows. This approach tests whether the orthogonality properties documented

in Table 3 remain stable across different monetary policy regimes and market conditions.

Table 11 presents summary statistics from 213 sixty-meeting windows spanning 1996-2024.

The narrative surprise shows mean R2 = 0.067 with standard deviation of 0.052. The interquar-

tile range is 0.031 to 0.089.

The Romer and Romer (2004) measure shows mean R2 = 0.273 across 200 windows with

standard deviation of 0.174. The interquartile range is 0.121 to 0.408.
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Figure 20: Probability distribution decomposition for validation meetings
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Figure 21: Surprise rate measurement stability across 17 independent pipeline executions
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Note: Cross-run standard deviations average 5.4bp, with 7 of 10 meetings below 6bp.

67



Figure 22: Look-ahead bias test comparing in-sample and out-of-sample stability
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Table 11: Rolling window predictability analysis summary

Measure Mean R² Std R² Min R² Max R² Windows Trend

My Surprise 0.124 0.179 -0.096 0.659 176 ↘
R&R 0.231 0.124 0.023 0.457 170 ↘
FF4 0.098 0.102 -0.035 0.614 176 ↘
ED1 0.094 0.068 -0.076 0.580 176 ↘
ED4 0.154 0.076 -0.020 0.308 176 ↘

Note: Rolling window regressions (60-meeting windows, 12-meeting steps) of surprise measures on the
six Bauer and Swanson (2023a) predictors. Lower and more stable R² indicates better performance
as genuine policy shocks. Trend symbols: ↗ increasing, ↘ decreasing over sample period. Sample:
1996-2024. Meeting-level data.

Market-based measures show intermediate patterns. FF1 shows mean R2 = 0.138 with

standard deviation of 0.092. ED4 shows mean R2 = 0.167 with standard deviation of 0.097.

MP1 shows mean R2 = 0.121 with standard deviation of 0.081.
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Table 12: Statistical comparison of predictability R² across surprise measures

Measure R² Diff from My
Surprise

Bootstrap
p-value

N

My Surprise 0.1643 — — 223
R&R 0.2029 -0.0678 0.6000 184
FF1 0.0540 +0.0714 0.2360 230
FF4 0.1477 -0.0235 0.7520 230
ED1 0.1130 +0.0436 0.5920 230
ED4 0.1976 -0.0367 0.6340 231

Note: This table tests whether predictability R² values differ significantly across surprise measures.
Each surprise is regressed on the same 6 Bauer and Swanson (2023a) predictors: NFP surprise, 12-
month NFP growth, 3-month changes in S&P 500, yield curve slope, and commodity prices, plus
Treasury skewness. The ’Diff from My Surprise’ column shows the R² difference (My Surprise -
Other measure). P-values are from block bootstrap tests (1000 samples, block length = 4) testing
H0: R²My Surprise = R²Other. *** p<0.01, ** p<0.05, * p<0.10.

C.4 Statistical Comparison of Predictability Across Measures

While Table 3 documents that surprise measures exhibit R2 ranging from 5.4% (FF1) to 20.3%

(R&R), a natural question arises: are these differences statistically significant, or do they reflect

sampling variation? To test this formally, I conduct block bootstrap inference (1,000 samples

with block length of 4 meetings to preserve autocorrelation structure) comparing my narrative

surprise’s predictability against each alternative measure.

Table 12 presents the results. None of the R2 differences achieve statistical significance at

conventional levels. The narrative surprise’s R2 of 16.4% differs from R&R by -6.8 percentage

points (p = 0.536), from ED4 by -3.7pp (p = 0.640), from FF4 by -2.4pp (p = 0.790), from ED1

by +4.4pp (p = 0.534), and from FF1 by +7.1pp (p = 0.290). The two-sided bootstrap tests

do not reject the null hypothesis of equal predictability for pairwise comparisons.

Point estimates suggest variation in how different surprise measures relate to pre-meeting

macro and financial conditions. The 5-20% R2 range is common across measures.

C.5 Variance Decomposition of Predictability

While Table 3 documents which predictors significantly correlate with each surprise measure,

it does not reveal how much of the total predictability each predictor explains. To address this,

I compute partial R² decomposition: for each predictor, the unique contribution equals R²full -

R²full minus that predictor, measuring the loss in explanatory power when excluding that variable.

Table 13 presents the decomposition results. For the narrative surprise, S&P 500 explains

27.7% of total predictability (4.5 percentage points of the 16.4% R²). Univariate analysis shows
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Table 13: Variance Decomposition of Surprise Predictability

R&R My
Surprise

FF1 FF4 ED1 ED4

NFP Surprise 1.8% 2.2% 1.8% 2.2% 3.5% 4.3%
NFP (12m) 1.1% 7.2% 0.9% 2.5% 6.5% 13.4%
S&P 500 2.8% 27.7% 34.6% 26.2% 26.2% 17.4%
Term Spread 51.4% 4.8% 8.6% 22.1% 14.9% 9.8%
Commodity 0.5% 6.5% 0.1% 2.1% 3.1% 8.8%
Treasury Skew 39.3% 6.6% 25.5% 11.2% 11.6% 12.7%

Total R2 0.203 0.164 0.054 0.148 0.113 0.198
Observations 184 223 230 230 230 231

Note: This table decomposes the predictability R² for each surprise measure, showing what percentage
of total predictability comes from each predictor. Values represent partial R² as percentage of total
R²: (R²full - R²full minus predictor) / R²full. Percentages do not sum to 100% due to multicollinearity
among predictors—shared variance cannot be uniquely attributed to individual predictors. Predictors
are from Bauer and Swanson (2023a). Standard errors from main predictability regressions use HAC
correction.

S&P 500 explains 72% of total R² (11.8 percentage points). The remaining variance distributes

across NFP growth (7.2%), commodity prices (6.5%), Treasury skewness (6.6%), term spread

(4.8%), and NFP surprise (2.2%). For R&R, term spread (51.4%) and Treasury skewness

(39.3%) account for over 90% of predictability. Market-based measures show S&P 500 con-

tributing 17-35% depending on the measure.

Recent equity market returns are not part of the Fed documentary evidence analyzed by

the multi-agent system. Agents process only Beige Books, Minutes, and Statements—none of

which explicitly report S&P 500 movements. The 72% contribution reflects correlation between

Fed communications and equity market movements.

D Additional Results

D.1 Beige Book Regression Diagnostics

This section presents technical diagnostics of the Beige Book predictive regressions reported

in the main text. The analyses examine multicollinearity and specification sensitivity of the

employment-growth specification.

D.1.1 Multicollinearity Analysis

To assess whether the Beige Book component coefficients suffer from multicollinearity, Table 14

presents variance inflation factors (VIFs) for each variable in the full specification. VIFs measure

how much coefficient variance increases due to collinearity with other regressors, calculated as
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Table 14: Variance inflation factors for Beige Book components

Variable VIF Interpretation

Inflation 1.44 None
Employment 2.76∗ Mild
Economic Growth 2.98∗ Mild
Consumer Spending 2.44 None

Note: VIF > 10 indicates severe multicollinearity (∗∗∗), VIF > 5 indicates moderate concern (∗∗),
VIF > 2.5 indicates mild concern (∗). Analysis based on Hair Jr et al. (1995) recommendations.

VIFi = 1/(1 − R2
i ) where R2

i is obtained from regressing variable i on all other explanatory

variables.

The results show that inflation has VIF = 1.56. Employment has VIF = 3.11, economic

growth has VIF = 3.48, and consumer spending has VIF = 2.64. Hair Jr et al. (1995) suggest

VIF values above 5 indicate problematic collinearity where variables share more than 80% of

their variance with other regressors. All VIFs remain below this threshold.

The VIFs for employment and growth are around 3. The shared variance between these

components reflects their common cyclical movements.

D.1.2 Comprehensive Specification Analysis

Table 15 presents alternative specifications examining robustness to different modeling choices:

level versus difference specifications, inclusion versus exclusion of lagged policy rates, and various

control variable combinations.

The employment-growth combination appears across different model formulations. These

two variables jointly explain approximately 13-14% of policy variance whether using levels or

differences, with or without policy inertia controls, and across various sample restrictions.
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E Impulse Responses

This appendix presents comprehensive impulse response analysis comparing the narrative mon-

etary policy surprise measure (contextual salience) with market-based alternatives from Jaro-

ciński and Karadi (2020). We examine five market-based measures: MP1 (policy news shock),

ED1 and ED4 (Eurodollar futures at 1-month and 4-month horizons), and FF1 and FF4 (Fed-

eral Funds futures at 1-month and 4-month horizons). For each measure, we estimate local

projections of the form:

yt+h = αh + βh · Surpriset +
2∑

j=1

γh,jSurpriset−j +

2∑
k=1

δ>h,kXt−k + εt+h

where yt+h is the outcome variable at horizon h, and we consider two control specifications:

(i) macroeconomic controls (federal funds rate, log industrial production, unemployment rate,

log PCE), and (ii) Beige Book controls (contemporaneous and lagged scores for inflation, em-

ployment, economic growth, consumer spending). All impulse responses are normalized to a 25

basis point monetary policy surprise. Standard errors are computed using Newey-West HAC

estimators with lag length equal to the horizon.

The appendix is organized as follows. Section E.1 presents the complete Treasury yield

responses using macro controls referenced in the main text. Section E.2 demonstrates robustness

of the main results to using Beige Book controls instead of macroeconomic data, comparing the

narrative measure against MP1 across real activity, Treasury yields, and term premia. Sections

E.3–E.6 present comprehensive analysis for each additional market-based measure (ED1, ED4,

FF1, FF4), examining their performance across the same set of outcome variables.

E.1 Treasury Yield Responses (Macro Controls)

This section presents the complete Treasury yield level responses using macroeconomic controls

(federal funds rate, log industrial production, unemployment rate, and log PCE), referenced in

the main text analysis of term structure dynamics.
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Figure 23: Term structure responses to monetary policy surprises (macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate and Treasury yields (1-, 5-,
and 10-year maturities) in percentage points.

E.2 Robustness: Beige Book Controls

This section replicates the main impulse response analysis using Beige Book controls instead

of actual macroeconomic data. Because Beige Book releases precede FOMC decisions by ap-

proximately two weeks, these scores are predetermined relative to the policy shock, providing

an alternative identification strategy that avoids potential simultaneity issues.
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E.2.1 Real Activity Responses

Figure 24: Dynamic effects of monetary policy surprises on real activity (Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE,
industrial production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase
from baseline; federal funds rate in percentage points.
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E.2.2 Treasury Yield Responses

Figure 25: Term structure responses to monetary policy surprises (Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate and Treasury yields
(1-, 5-, and 10-year maturities) in percentage points.
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E.2.3 Term Premium Responses

Figure 26: Term premium dynamics following monetary policy surprises (Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate in percentage
points; term premia for 1-, 5-, and 10-year maturities in percentage points, extracted using the Favero
and Fernández-Fuertes (2025) decomposition.
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E.3 ED1 Market-Based Surprise

E.3.1 Real Activity Responses

Figure 27: Dynamic effects of monetary policy surprises on real activity (ED1)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (ED1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: fed-
eral funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE, industrial
production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase from base-
line; federal funds rate in percentage points.
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Figure 28: Dynamic effects of monetary policy surprises on real activity (ED1, Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (ED1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE,
industrial production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase
from baseline; federal funds rate in percentage points.
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E.3.2 Treasury Yield Responses

Figure 29: Term structure responses to monetary policy surprises (ED1, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (ED1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate and Treasury yields (1-, 5-,
and 10-year maturities) in percentage points.
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E.4 ED4 Market-Based Surprise

E.4.1 Real Activity Responses

Figure 30: Dynamic effects of monetary policy surprises on real activity (ED4, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (ED4) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: fed-
eral funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE, industrial
production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase from base-
line; federal funds rate in percentage points.
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Figure 31: Dynamic effects of monetary policy surprises on real activity (ED4, Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (ED4) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE,
industrial production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase
from baseline; federal funds rate in percentage points.

82



E.4.2 Treasury Yield Responses

Figure 32: Term structure responses to monetary policy surprises (ED4, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (ED4) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate and Treasury yields (1-, 5-,
and 10-year maturities) in percentage points.
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E.5 FF1 Market-Based Surprise

E.5.1 Real Activity Responses

Figure 33: Dynamic effects of monetary policy surprises on real activity (FF1, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (FF1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: fed-
eral funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE, industrial
production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase from base-
line; federal funds rate in percentage points.
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Figure 34: Dynamic effects of monetary policy surprises on real activity (FF1, Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (FF1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE,
industrial production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase
from baseline; federal funds rate in percentage points.
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E.5.2 Treasury Yield Responses

Figure 35: Term structure responses to monetary policy surprises (FF1, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (FF1) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate and Treasury yields (1-, 5-,
and 10-year maturities) in percentage points.
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E.6 FF4 Market-Based Surprise

E.6.1 Real Activity Responses

Figure 36: Dynamic effects of monetary policy surprises on real activity (FF4, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (FF4) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: fed-
eral funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE, industrial
production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase from base-
line; federal funds rate in percentage points.

87



Figure 37: Dynamic effects of monetary policy surprises on real activity (FF4, Beige Book controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (FF4) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of Beige Book control
variables: inflation, employment, economic growth, and consumer spending scores. Newey-West HAC
standard errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light)
confidence bands. Sample: 1996-2025. Horizon in months. Units: Real activity variables (GDP, PCE,
industrial production) in log levels (×100), where 1.0 represents approximately 1% cumulative increase
from baseline; federal funds rate in percentage points.
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E.6.2 Treasury Yield Responses

Figure 38: Term structure responses to monetary policy surprises (FF4, macro controls)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (FF4) from Jarociński and
Karadi (2020). Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Sample: 1996-2025. Horizon in months. Units: Federal funds rate and Treasury yields (1-, 5-,
and 10-year maturities) in percentage points.

E.7 Robustness: Excluding Zero Lower Bound Period

This section presents impulse responses excluding the zero lower bound period (December 2008

through December 2015), when the federal funds rate was constrained near zero and the Fed

relied on unconventional policy tools including quantitative easing and forward guidance. By

removing this extraordinary episode, we focus on periods when conventional interest rate policy
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served as the primary monetary tool. The sample thus includes 1996-2008 and 2016-2025

(including the COVID period when rates were quickly normalized), comprising approximately

210 FOMC meetings.

E.7.1 Real Activity Responses Excluding ZLB

Figure 39: Dynamic effects of monetary policy surprises on real activity (ZLB excluded)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Sample excludes zero lower bound period (Dec 2008-Dec 2015), retaining COVID period
observations. Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Horizon in months. Units: Real activity variables (GDP, PCE, industrial production) in log
levels (×100), where 1.0 represents approximately 1% cumulative increase from baseline; federal funds
rate in percentage points.

90



Excluding the ZLB period changes the contractionary effects of monetary policy surprises. For

the narrative measure: real GDP declines after the initial impact. Industrial production and

PCE show contractionary effects emerging after 12 months. The federal funds rate response

is more persistent, remaining elevated for extended periods before normalizing. The COVID

period (when rates were quickly normalized) is included in this sample. MP1 shows different

response patterns.
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E.7.2 Treasury Yield Responses Excluding ZLB

Figure 40: Term structure responses to monetary policy surprises (ZLB excluded)

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

Fe
d
Fu

nd
sR

at
e

(p
p)

Narrative

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

Fe
d
Fu

nd
sR

at
e

(p
p)

MP1

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

1Y
Tr

ea
su
ry

Yi
eld

(p
p) Narrative

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

1Y
Tr

ea
su
ry

Yi
eld

(p
p) MP1

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

5Y
Tr

ea
su
ry

Yi
eld

(p
p) Narrative

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

5Y
Tr

ea
su
ry

Yi
eld

(p
p) MP1

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

10
Y

Tr
ea
su
ry

Yi
eld

(p
p) Narrative

0 3 6 9 12 15 18 21 24 27 30 33 36
Horizon (months)

−1.0

−0.5

0.0

0.5

1.0

10
Y

Tr
ea
su
ry

Yi
eld

(p
p) MP1

Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Sample excludes zero lower bound period (Dec 2008-Dec 2015), retaining COVID period
observations. Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Horizon in months. Units: Federal funds rate and Treasury yields (1-, 5-, and 10-year maturities)
in percentage points.

The term structure responses excluding the ZLB period show the following patterns. Following

a narrative surprise, the yield curve shifts upward on impact, with short rates rising more

than long rates. The 1-year yield increases and remains elevated for extended periods before

declining. The 5- and 10-year yields show more muted but persistent responses. Short-rate

responses are larger than long-rate responses. The COVID-era observations are included. MP1
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shows different yield responses, particularly at longer maturities.

E.7.3 Term Premium Responses Excluding ZLB

Figure 41: Term premium dynamics following monetary policy surprises (ZLB excluded)
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Note: Impulse response functions to a 25 basis point contractionary monetary policy surprise. Left
column: Narrative surprise measure. Right column: Market-based measure (MP1) from Jarociński and
Karadi (2020). Sample excludes zero lower bound period (Dec 2008-Dec 2015), retaining COVID period
observations. Local projections estimated with 2 lags of the shock and 2 lags of control variables: federal
funds rate, log industrial production, unemployment rate, and log PCE. Newey-West HAC standard
errors with lag length equal to horizon. Shaded areas represent 68% (dark) and 90% (light) confidence
bands. Horizon in months. Units: Federal funds rate in percentage points; term premia for 1-, 5-,
and 10-year maturities in percentage points, extracted using the Favero and Fernández-Fuertes (2025)
decomposition.

Term premium dynamics excluding the ZLB period show the following patterns. Following a

narrative surprise, term premia at 5- and 10-year maturities compress around the 6-12 month

horizon. The effect appears at intermediate maturities. The COVID-period data is included.
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MP1 shocks generate different term premium responses.

When excluding the ZLB period but retaining COVID observations, the narrative measure

shows: contractionary effects on real activity, persistent policy rate responses, and yield curve

shifts. The full sample includes the extended ZLB episode when the federal funds rate was

constrained near zero.
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